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The Fall and Rise
of Empiricism

JERROLD J. KATZ
THOMAS G. BEVER

The tradition of all the dead generations weighs like a nightmare on the brain of
the living. And just when they seem engaged in revolutionizing themselves and
things, in creating something that has never yet existed, precisely in such periods
of revolutionary crisis they anxiously conjure up the spirits of the past to their

service :
MARX

SOME THINGS KUHN NEVER
TOLD US

The transfonmationalist revolution in linguistics fits Thomas Kuhn’s (1962)
account of scientific revolutions. There was a prevailing structuralist paradigm
—taxonomic grammar—in which grammatical analysis consisted of segmenting
and classifying actual speech into a form resembling a library catalogue. This
paradigm failed to provide an adequate framework for explaining such phenom-
ena as syntactic ambiguity, grammatical relations, ellipsis, agreement, stress,
constituent equivalences, and others. The revolution that overthrew structural-
ism replaced it with the new paradigm of generative grammar, which conceives
of grammatical analysis as the constructing and testing of theories about the
speaker’s internalized linguistic competence. In this paradigm, the grammatical

The senior author wishes to acknowledge his gratitude 1o the John Simon Guggenheim
Foundation for its support of this rescarch. Both authors wish to thank Noam Chomsky for
his commeits on an carlier draft,
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analysis of a language is represented as a typical case in science of inference from
behavior to a theory about the unobservable system responsible for it.

From the general intellectual viewpoint, the most significant aspect of the
transformationalist revolution is that it is a decisive defeat of empiricism in an
influential social science. The natural position for an empiricist to adopt on the
question of the nature of grammars is the structuralist theory of taxonomic
grammar, since on this theory every property essential to a language is charac-
terizable on the basis of observable features of the surface form of its sentences.
Hence, everything that must be acquired in gaining mastery of a language is
“out in the open”; moreover, it can be learned on the basis of procedures for
segmenting and classifying speech that presuppose only inductive generalizations
from observable distributional regularities. On the structuralist theory of
taxonomic grammar, the environmental input to language acquisition is rich
enough, relative to the presumed richness of the grammatical structure of the
language, for this acquisition process to take place without the help of innate
principles about the universal structure of language. Rationalists, on the other
hand, find the taxonomic theory uncongenial because, for them, the essential
properties of language underlie the surface form of sentences and are thus unob-
servable in the sense in which atoms are unobservable.

Chomskyan transformational theory is rationalist because it allows for un-
observable grammatical properties (which in the taxonomic model have no
linguistic reality) to be stated as part of the rules of the linguist’s theory about
the speaker’s internalized linguistic competence. Thus, the shift from a concep-
tion of grammar as cataloguing the data of a corpus to a conception of grammar
as explicating the internalized rules underlying the speaker’s ability to produce
and understand sentences introduces “deep structure” levels of grammar, which
provide the linguistic reality that unobservable features otherwise lack (Katz,
1971, Chaps. |-5).

The transformational rules that relate these deeper levels to the surface
forms also enable the new paradigm to surpass the old one in explanatory
power. [t is now possible to explain what had been inexplicable in the taxo-
nomic framework: syntactic ambiguity, grammatical relations, ellipsis, agree-
ment, stress, constituent equivalences, and so forth (Chomsky, 1957). But the
language acquisition problem confronting linguists also changes. The input to
the language acquisition process no longer seems rich enough and the output no
longer simple enough for the child to obtain its knowledge of the latter by in-
ductive inferences that generalize distributional regularities found in speech. For
now the important properties of the language lie hidden beneath the surface
form of sentences, and the grammatical structure to be acquired is seen as an
extremely complex system of highly intricate rules relating the underlying levels

- of sentences to their surface phonetic form. The problem of language acquisi-

i

tion now is to discover sufficiently powerful principles about the universal form
of language that compensate for the impoverished input to the child’s language
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Linguistics today is in what may be called a “postrevolutiqnary_ period.'.' To
look at one aspect of this period from the viewpoint of the historian of science
gives some needed perspective on the events now shaping the course of theoreti-
cal linguistics. From this perspective we shall discove{ a danger tg the transfor-
mationalist revolution and to its restoration of rationalism. The _ptf:ture we s!lall
construct provides an interpretation of the present scene in lingujstics that brings
this danger clearly into focus. .

One type of postrevolutionary situation occurs when a new .paradngm does
not succeed in restoring the field to the tranquil life of normal science. Instead,
the introduction of the new paradigm is followed almost immediately by what
seems to be another revolution that challenges one of its central featurgs. Tht'ss,
rather than a retum to the smooth routines of normal science, there is the.m-
creasing chaos characteristic of 2 new upheaval. Not only are there conflicts
with the forces overthrown in the original revolution, but now there are also
conflicts within the revolutionary camp itself between what may be calied the
“revolutionary old guard” and the “counterrevolutionaries.” o

There is little doubt that the current situation in theoretical linguistics f\ts
this description. But there is no single satisfactory explanation 'of its ungerlyu-}g
dynamics. Anunregenerate member of the prerevolutiongry “ruling class,” that is,
a linguist from the Bloomfieldian tradition of taxonomic theory..would see t.he
current situation in transformational linguistics as the “revolution devourmg
itself.” On the other hand, a counterrevolutionary, that is, a generative semanti-
cist, would see the situation as a continuation of the transformationalist revolu-
tion, a necessary further step in the dialectic that moves linguistics upwar.d to-
ward scientific utopia. Last, a member of the revolutionary old gua{d, th'at is, an
interpretive semanticist ) is likely to see it as an unfortunate fractionation of a
once highly unified position, something like what happened whep the younger
generation of psychoanalysts broke from Freud and spliniered into Jungians,

Adlerians, and so on. .

We find none of these explanations acceptable, although we admit that thgre
is an element of truth in each. The prerevolutionary suling class is right in seeing
the possibility of the revolution destroying itself, at legst in the danger tq 1a-
tionalism in linguistics. The revolutionary old guard is ng)}t that the paradigm
offered by generative semantics provides no new insights into the structure Aof
language. And the counterrevolutionaries are right th?t the present comr‘over.sngs
signify a dialectical process out of which a more articulated theory of linguistic

structure can emerge.

1. There is an unfortunate ambiguity in the use of “interpretive semantics” among Imgulst's.
On the one hand, the term contrasts with *“generative semantics” and denotes the tl}eory in
which grammars are “syntactically based,” that is, that have a lc‘{cl of §eep syntactic sfruc_:-
ture and assign semantic representations interpretively to otherwm.: umn.lerpreted syntactic
phrase markers (be they underlying or derived). This is the sense in wh‘l‘ch we use the te'rm
here. On the other hand, the term denotes what Chomsky now calls the e)ftcr_lded standard
theory.” the view that there are surface structure interpretive rules. This view contrasts
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We do not, however, share the supposition of the counterrevolutionaries that
the theory that will emerge as the next stage in the progress of linguistics will be
generative semantics. We view as incorrect their claim that they offer a genuinely
new paradigm embodying greater explanatory power and deeper insights into
language while employing simpler descriptive machinery. We think their claim
that their theory better achieves the original goals of the revolution against
taxonomic theory is the very opposite of the truth. Rather, we think their
theory, in its novel elements, constitutes the danger that threatens to replace
the rationalism of the transformationalist movement by something very much
akin to Bloomfieldian empiricism. We will present our view not simply as a
vignette, but as a carefully detailed piece of “contemporary history of science,”
whose claim to truth is that it best describes the facts. We wish this picture to
affect the course of events by making linguists aware of the broader inteliectual
implications of the present debates in the theory of grammar. '

BEFORE THE REVOLUTION

The history of linguistics in this century displays at least one full cycle from
rationalism to empiricism and back. At the beginning of the century, linguistics
reflected the rationalism of the previous century. De Saussure (1916) em-
phasized the distinction between linguistic structure and speech, although for
him sentential form was part of speech behavior rather than linguistic structure.
Sapir (1921) argued that the speaker’s linguistic knowledge is only abstractly
related to observable phenomena in speech, and he sought a general definition of
language.> Even Bloomfield’s outlook was rationalist at this time. He pub-
lished an enthusiastic exegesis and expansion of the views of Wundt, whose ideas
on language were based on the linguistic rationalism of Humboldt, which in turn
developed out of Kantian rationalism (Bloomfield, 1914).

The essential elements of Wundt’s position, representing in the nineteenth
century the culmination of the rationalist tradition that began with Descartes
and the Port Royal grammarians (Chomsky, 1966b), are: (a) the sentence, in-
tuitively defined, is a main unit of linguistic study, (b) there is a fundamental
distinction between inner meaning and outer form in sentences, (c) language is a
means for expressing propositions that are language invariant, and (d) this means
is a distinctly human ability (see Blumenthal, 1970). But although this position
at first strongly. influenced Bloomfield, he ultimately rejected it as he came
under the influence of the neopositivist school developing at the time. Bloom-
field’s attempt 1o outline the science of linguistics within the framework of
Wundtian rationalism lacked an explicit methodology. Seeking to remedy this,

2. Sapir’s speculations on the genetic basis for language are confused because he has a
narrow notion of what counts as instinctive and fails to distinguish the universal from the
particular in individual languages (1921, pp. 3-23).

5
i

THE FALL AND RISE
OF EMPIRICISM

T T

he accordingly became interested in questions of methodo!o.gy in :‘cnence,
which brought him into contact with the works of the neopoggvnsts who \_vgrct:
developing canons of methodology along. more or lgss traditional emp;ncn:
lines. They stressed the Humeun bias against speculatwe or metaphy:}c: cod;
ceptions, the instrumentalistic view of theorg:ucal concepts (on fwhlc ':uto
concepts express fictions), the reductionistu.: view of the relguo? o t e:)n kso
observations, and an operationalistic, behavioristic, apd ph.ysmal_lstw. 09( 00l ; 5n
the domain of a science. Bloomfield brought these ideas into linguistics (1955,
p-2153:3:i\ of the essential elements of the Wundtian'position were casualties of
these methodological canons. The notion of an intumvely dc.:ﬁned. sefltence ;lz:s
removed as too subjective to be consistent with behaviorist prmcnPles. ‘ he
notion of meaning could not be reduced to the_observa.ble prol.)enlles of t b:
acoustic signal, so it had to be given up as inconsistent with physncalnsm,. to :
replaced by a stimulus-response account of sentex_lce use. _Thg nc::ni)ne:n
language-invariant propositions was discarded along wn;h the dls.unc-uqn etw o
inner meaning and outer sentential form, because wnthou-t this distinction
notion of invariance could not be specified. .Finally, the idea of Ala‘m'gua.gdcz anxaf
distinctly human characteristic disappeared in favor of the empiricist idea of
culturally learned forms. ‘ o
lmg:::::i::ic descdgtions could no longer be viewed as accounts of lmgull:t:
knowledge or explications of linguistic suuctufe. Rather, ‘f’ conform tolt e X
methodological canons, grammars came to be viewed as efficient data ca:‘ og.\:;l
of linguistic corpora, and linguistic theor.y took thc? form of a lrlne \ani "
discovery procedure for cataloguing linguistic data. ThlS,. then, wgst J on‘gm ;
the taxonomic paradigm and Bloomfieldian structuralism, which dominate
ineuistic theorizing for thirty years. .
llngl';"lht: goal of lignguistic investigation durif\g_this period was to deltgmntnoe-
explicit procedures for segmenting and classnt'"ymg utterances that wou y a:u >
matically apply to a corpus (o organize it in a forrp that meets c:fm itiol
1-4, and to apply these procedures in the study of particular languages:

(1) The grammar is a hierarchy of classes; the units at the lowest level in the
hierarchy are temporal segments of speech events; at higher levels, the
units are classes or sequences of classes. . .

(2) The elements of each level of the hierarchy are delerfnlned by thgu
distributional features together with their representations at the im-
mediately lower level. . i}

(3) Information in the construction of a grammar flows only *“‘upward
from level to level; i.e., no information at a higher level can be used to
determine an analysis at a lower level. . _

| (4) The main distributional principles for determining class merp&rslups at
level L; are complementary distribution and free variation at level

Li-y s
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As can be seen simply from inspection, these conditions are motivated by
physicalist and operationalist considerations. For if these conditions are met,
the grammatical analysis of a sentence will reflect observable physical events and
consist only in classifying them so that no appeal is made to mental capacities or
events anywhere from the beginning to the end of a grammatical analysis
(Katz, 1964; Fodor et al., 1974).

Such grammatical analysis was restricted to phonology, morphology, and
the constituent structure of sentences until Hamris found a way of extending it
to the sentence level—that is, to relations among sentences in a language. Harris’s
particular achievement was to find a way of setting up substitution frames for
sentences so that sentences could be grouped according to the environments
they share, similar to the way that phonemes or morphemes were grouped by
shared environments. Thus, distributional tests of the kind that taxonomic
linguists employed below the sentence level could be used to determine cooccur-
rence relations of sentences. It was Harris’s genius to see the need for such an
extension of the taxonomic paradigm and to hit on the idea of using strings of
sentences, comprising a discourse, to provide the substitution frames so that
distributional features of sentences could be revealed by substitution of one
sentence for another in such frames. Discourse analysis was thus the product of
this attempt to extend the range of taxonomic analysis beyond the leve! of im-
mediate constituents,

Syntactic transformations were developed by Harris as the formal means of
stating the equivalence classes of sentences that emerged from the use of such
substitution tests. The classes ‘passive sentence’, ‘interrogative’, and so on are
thus the sentenceevel counterparts of immediate constituent classes like ‘noun’,
‘verb’, and so on. For example, the passive transformation (5),

(5) NP; VNP; «—— NP, isV + en by NP,

states the cooccurrence pattern that relates the subject and object in a sentence
like (6),

(6) The cat bites the dog.
to the subject and object in a sentence like (7),
(7) The dogis bitten by the cat.

The regularity is that the same noun phrases that can occur as the subject and
object of the verb in an active sentence can also occur as the subject and object
(respectively) of the verb in the corresponding passive. Thus, just as two sounds
can be said to be members of the same equivalence class of phonemes if one can
substitute for the other without changing one word into another, two sentences
can be said to be members of the same equivalence class of sentences (active/
passive pairs, declarative/interrogative pairs, etc.) if the constituents of one sen-
tence can appear at corresponding positions in the other without changing one

T —— ‘ L L
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discourse into another. Thus, transformational rules express cooccunenct;
regularities in essentially the same manner as the phrase structure rules o
i i stituent analysis. '
m:l::?it;scizn::‘eption ofya grammar is an orthodox. structuralist concepuc;ln
except for the addition of two new levels of grammatical structure beyon'?ht e
structuralist levels of phones, phonemes, morphemes, words, and phr:.ases.3 Tc:e
are the level of kenel sentence forms and the level of transformations. e
kernel structures constitute a small, well-defined set of s.entence foms,. anq they
function as the base for the application of transformatnons. The apphcauon of
transformations to kemels and to structures derived from kernels yields all the
sentence constructions of a language (Harris, 1957, p. 44.4)' These kernel struc-
tures represent the basic construction types out of whu-:h more complex sen-
tences are built transformationally, and themlves co'm‘pnse thos.e _construcgons
that are ‘simple declaratives’, including simple intransitives, transitives, predicate
constructions, and so on. In addition, the level of k.emel ser.nm‘\c_e structu;es
serves as the point at which the cooccurrence restrictions on m.dnvnduz‘\l lexical
items are stated. These restrictions, as Harris phrases it, “deter'x'mne which mem-
ber of a class occurs with which member of its neighbor class” (p. 446). Thus,
Harris's distinction between the level of kernel sentence. fgnm and- lh.e trfmsfor-
mational level is the origin of the present, more soptustnca;ed. distinction be-
tween the base and transformational components ofa generapve grammar.
Thus, contrary to common belief, transformatiops come into modern linguis-
tics, not with Chomsky, but with Harris's rules relating sentence foqns. These are
genuine transformations, since they are structure-dependent mappings of phrase
markers onto phrase markers. That this is so can be seen from the exam‘ples of
transformations Harris gives. They perform the standard formal opcrauqns of
permutation, deletion, and copying; and information about the. bracketmglof
kernel strings and the category labels assigned to bracketed strings determine
their application. Thus, they are more powerful t.han phrase structure rules_be-
cause they use information beyond the left-right linear context of a symbol in a
string. . o
Two points should be noted here. First, to be fully consistent with hxfs em-
piricist approach Harris ought to have taken actual sentences as kernel forms
rather than the constructions he uses—which use abstract categories and thus are
only indirectly related to actual sentences. Had he dope 50, h.owcver. he would
have sacrificed the possibility of stating transformations with any degree of

3. In discourse analysis, transformations serve as the means of normalizing texts, that is, of
converting the sentences of the text into a standard form so that they can be wmpawdlmd
intersentence properties discovered. Harris sometimes reg.ards transformational analysn§ asl
ancillary to structural linguistics, but he always relies on it to define 2 set of. gumma(.l{:a
units and relations (on a par with those defined at othes levels). This mrmly quahf'le's
transformational analysis as a grammatical level. In general, we rely heavily on Harris's
deicriptive practice to decide questions about his syntactic madel.
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this function. Chomsky, on the other hand, takes explanation rather than pre-
diction to be the linguist’s primary concern. For Chomsky, the basic question is
bout the theory of language and theoretical psychology rather than about
writing grammars of particular languages. Chomsky seeks to explain how a
human being can acquire competence in a language-on-the-basis-of the informa-
tion available in the formative pgriod for lapguage-learning. Grammars of par-
ticular languages, although inherently interesting t0o, are of primary significance
In that their common properties may tell us what universals may be regarded as
innate principles functioning in the acquisition process. The properties of a
grammar are significant in this sense insofar as they enable us to say how the
child narrows down the class of systems of sound/meaning relations to a class
of possible grammars from which a choice can be made, using sensory infor-
mation available,

But besides the explanation of acquisition, Chomsky has stressed two other
areas of explanation: the explanation, based on a hypothesis about universal
grammar, of grammatical competence in a particular natural language; and the
explanation, based on a hypothesis about the intemalized grammar and the
psychological mechanisms of production and perception, of both the speaker’s
a‘bnlity to make judgments about grammatical properties and the speaker’s other
linguistic abilities. In all three areas, however, prediction of new forms plays the
tole of confirming or disconfirming hypotheses about the internalized grammar.

Expiication

For Harris, there is no division of the strings of a language into two exclusive
and jointly exhaustive sets, sentences and nonsentences, but only a sliding scale
of acceptability on which strings can be ranked as more or less possible. As
Harris puts this position: -

there is no well-defined set of sentences in a language. Rather, some word
sequences are clearly sentences, some are odd or even undecidable as to
sentencehood in one or another way, and some are entirely impossible
(1965, p. 370). Y Hmee

Harris takes this position because he considers rules of a grammar to be nothing
more than compact formulations of cooccurrence patterns in a corpus. Thus
there is no way for him to explain away unclear cases of grammaticality. Doubt-
ful intermediate cases must be so because that is their real status in the corpus.
Chox.nsky, on the other hand, views each and every string of the language as be-
longing to one or the other of the two categories, ‘gramumatical’ or ‘ungram-
maticsl’. For him, the middle range of ‘undecidable cases’ reflects not some in-
herent gradient in the phenomena that a descriptively adequate rule must

~y-
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represent, but simply incomplete knowledge on the part of the linguist.* As
Chomsky writes:

Notice that in order to set the aims of grammar significantly it is sufficient
to assume a partial knowledge of sentences and non-sentences. That is, we
may assume for this discussion that certain sequences of phonemes are
definitely sentences, and that certain other sequences are deﬁnilely non-
sentences. In many intermediate cases, we shall be prepared to let the
grammar itself decide, when the grammar is set up in the simplest way so
that it includes the clear sentences and excludes the clear non-sentences.
This is a familiar feature of explication (1957, pp. 13-14).

Absolute Formulationa

Viewing a grammar as an explication of the speaker’s internalized rules makes it
possible to frame them in absolute terms rather than as probability statements.
Chomsky could take such rules as statements of what the ideal speaker-hearer
knows about the language and thereby treat them as an idealization of the kind
familiar from physics and other sciences. Harris, on the other hand, could treat
grammatical rules only as compact mathematical expressions of the distribu-
tional regularities in a corpus. Statements of the likelihood of new forms occur-
ring under certain conditions must express every feature of the situation that
exerts an influence on likelihood of occurrence. This means that all sorts of
grammatically extraneous features are reflected on a par with genuine grammati-
cal constraints. For example, complexity of constituent structure, length of
sentences, social mores, and so on, often exert 2 real influence on the probability
that a certain n-tuple of morphemes will accur in the corpus. Thus, as long as
the criterion of grammatical representation is what influences the distribution of
linguistic forms in the corpus, such features will count equally with standard se-
lectional relations in syntax. Chomsky’s notion of absolute formulations as part
of an idealization permits him to exclude from such formulations any factor that
should be considered a matter of performance rather than competence by simply
considering the former as something to be abstracted away from, the way the
physicist excludes friction, air resistance, and so on from the formulation of

mechanical laws.

Transformational Levels

Harris shared Bloomfield’s positivistic views of the nature of language. He once
put it as follows:

4. Note that Chomsky also proposed a theory of degrees of grammaticalness (Fodor and
Katz, 1964, pp. 384-389) in which each ungrammatical string is assigned lo some category
xepresentiqg ihe natuse of ils departuge from grammaticality. Such a theory involves
absolule categories, nol a gradient in Harris's sense.
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as part of nature . .. {language] can be objectively studied if one considers
speech and writing not as an expression of the speaker which has particular,
introspectively recognized, meanings to the hearer; but rather as a set of
events—sound waves or ink marks (1958, p. 458).

Transformations, then, were thought of as just computing machinery for pre-
dicting cooccurrence relations, and therefore they constituted merely an exten-
sion of the scope of the devices for data-cataloguing in structuralist linguistics.
rBut within the Chomskyan framework, transformations took on a new and
revolutionary character. Because linguistic rules were interpreted as representa-
tions of a mental rather than a phonetic or orthographic reality, the postulation
of transformations constituted the discovery of a new level of psychological
structure. On Chomsky’s interpretation, the existence of transformations con-
stitutes for linguistics a discovery of roughly the same magnitude as the discovery
| in physics that matter has an atomic structure.
Thus, the significance of the Chomskyan revolution did not lie in the pro-
posal of a new type of rule nor in its many improvements in the formalism of
transformational theory. Indeed, the grammatical formalism found in Chomsky's
earlier versions of transformational theory is fundamentally the same as what
Hamis oconstructed to extend the structuralist theory of taxonomic grammar,
and even current models of the formal structure of transformational grammars
r are essentially a sophistication of Harris’s original proposals. The profound con-
tribution of the Chomskyan revolution was to reinterpret Harris’s formal innova-
tions, to see them from the opposite philosophical perspective, and to derive the
important philosophical and psychological implications that follow from this
change in the interpretation of the formal model.®* Chomsky thus turned
Harris’s formalism against Harris’s empiricist conception of linguistic structure.
He saw that transformations, mentalistically viewed, implied the existence of
unobservable Jevels of grammatical structure, that these had to be interpreted as
constituting parts of the speaker’s knowledge, and that their nature offered a
basis for generalizing about the universal structure of language, which made the
variations in surface form from language to language irrelevant to these general-
izations. Finally, this analysis resembles in several interesting ways seventeenth-
century universal philosophical grammar, the approach that had begun with
Descartes and the Port Royal grammarians, flourished with Humboldt, and
culminated in the nineteenth century with Wundt and ended in the early twenti-
- eth with Bloomfield’s search for a sound, empirically oriented methodology.

5. In an interview Chomsky says: “From the very beginning of my work | have tried to
explain the characteristics of a given stage of the language by Irying. .. to attribute to
[the speaker] certain mental characteristics from which one could derive the facts .. . . | have
tried to ask ... how the speaker of the language organizes his knowledge so that the form is
such and such or that the syntactic structure is such and such, and I think that this is the
only innovation I've intsoduced into the field of linguistics” (Rosner and Abt, 1970, p. 76).
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HOW EMPIRICISM couLb
MAKE A COMEBACK

us now examine aspects of both the formal structure of the theory ‘_’f lan-
- e and the sociological and historical structure 9f the postrevolu.ttl,(l)n?ry
guai)d in linguistics. We do this to illustrate hoy it would b'e possible for
L iricism to make a comeback and what forin it might takg. in the nexttsedc
‘:ir:::: we present an important tendency in generative setr;nwan;ws askat:::;s:ds udy
' v i i ibility in essentially orm ske .
movement that realizes this possi . / form ske
OfaWe begin with a few remarks about terminology. Empnncnsn} is thf: r:iamle; T
of a metatheory. ltisa theory about theories of how kn9wledge is acqglreo;tws
laims that the proper theory of how knowledge is acqun{ed says that it com :
:alm sensory experience by means of inductive principles. Ofn e'mgnml:.lse
b i i dures for inductiv
ies, i ms are restricted to proce
theories, innate mental mechanis! ( ) o
, i the content of our
izati herefore contribute nothing to ‘
generale o o i theory. 1t claims that the
‘Rati ism’ i the opposing metatheory. :
e. ‘Rationalism’ is the name of :
:gﬁeral form of our knowledge comes not from expenenctzpe but kt:ovr:\lel‘;\;at;
ionali i ch of the content of our kKno
emata. On rationalist theories, mu . : . s
slf::ed as a biological disposition of our mind; the .fum‘ttnon of C;xper:en::: bn:
simply to activate this disposition and thereby cause the innate schemata
alized and differentiated. o o
¢ ‘Behaviorism®, ‘operationalism’, and ‘physngahsm have to be 1:3““(1)3[‘:;?:6:: ]
from ‘empiricism'." Behaviorism contrasts with mentalism. Behawv "
tlrxe doctrine that there are no internal, private mental states caus-ally under yu:lg
behavior that are not themselves statable fully in t:m; o:'h beh?wo:éq(‘)ﬂ;:ie;:t:ﬁa;
ism i ical * » aoainst mentalistic theories,
lism is a methodological “‘safeguard against or] :
:ach concept in a theory have a definition in terms of exphcntuoperauor‘;s”th::tt
govern its application. Physicalism constitutes anolther suc(::hh kr;z;f:gu;:;\ e.o e
in particular, psycho
holds that the concepts of any theory (in p: fheortes
in princi i i { loss of content, to concepts of physics,
must be in principle reducible, withou : : hysics,
and that the laws of other theories must be expressible by laws of gllzys;’?(;ause
though these doctrines differ from empiricism, ti\ley often go u;lgieon ;f ccase
ess the same conce
they support each other and at bottom express | .
undyerstap:d phenomena. Empiricism, behaviorism, and Oper.auonal'l;m as:::ni:
that such understanding requires us to consider only what is outside, W J
i i imenter.
ublic, what is observable to every experimen o
P We may extend the terms ‘empiricism’ and rationalism’ to :accounttso ;):
knowledge of one kind or another. That is, we. may say abqfxt. andacco:li\n o
certain kind of knowledge that it is empiricistic or rationalistic, depending

6. ‘Empiricism’ is also to be distinguished from ‘cmpir.ical'. A theory is hen;pn:ln::)lf:f’ bl:e :s
li)()lll the empirical world, and as such confumaple or duconf_'umable on t le“.:5 b
vation and experimentation. Chomsky's rationalism is every bit as empirica

empisicism. |
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what properties the account ascribes to the knowledge. If it ascribes properties
that make it difficult or impossible to explain that knowldge by an empiricist
theory of acquisition, then the account is rationalistic. If it ascribes properties
that make it easy to explain that knowledge by an empiricist theory, then it is
empiricist. Since any account of how knowledge arises must begin with some
notion of what that knowledge is like, it is clear that accounts of what the
knowledge is like can be either more or less troublesome to philosophical
theories about its acquisition. Traditionally, arguments for the existence of
necessary truths (for example, “Bachelors are male,” “If P, then PVQ,” “All
events have a cause,” and so on) were taken as arguments for rationalism, be-
cause it was assumed that no inductive principles could account for the applica-
tion of necessary connections (Katz, 1975, pp. 285-286).

Since grammars are accounts of linguistic knowledge, we can ask of a gram-
mar (and a theory of grammars) whether it is rationalistic or empiricistic.
Chomsky's account of grammar is clearly rationalistic, since, on it, linguistic
knowledge is determined by unobservable mental siructures that are inyariant
from lapgu uage. For empiricism e a comeback, this account
would have to be changed so that the account of linguistic knowledge becomes
empiricistic again.

What makes the comeback of empiricism possible is a deficiency in the
theory of generative grammar that permits an empiricistic account of grammars.
This deficiency is the incompleteness of the theory of the interpretation of
formal grammars; nothing in the theory tells us how such formal systems are
construed as empirical theories that make specific claims about linguistic behav-
jor. Transformational linguistics has contributed to some extent to this theory,
but its contributions are limited and fragmentary, never explicitly recognized
as such, and in some cases less than coherent. The development of transforma-
tional linguistics has been lopsided in favor of contributions to the characteriza-
tion of the formal model of a grammar. Indeed, what has come to be known as
transformational theory is almost exclusively in account of the formal structure
of sentence-generating grammars.

The distinction between the formal structure of a grammar, what we will call
the ‘formal model’, and the principles that assign it empirical content, which we
will call the ‘interpretation’, is a distinction between the abstract calculus that
forms the skeletal structure of the theory and the statements about the parts of
the calculus that give them empirical content. The formal model consists of a
vocabulary of meaningless symbols, syntactic rules for forming strings in the
calculus from the vocabulary, a set of such strings distinguished as the axioms,
and, finally, principles that specify derivational relations between the axioms
and other strings in the calculus. The interpretation consists of a set of what we
shall call ‘correspondence principles’ that connect the symbols and strings of the
calculus to states of affairs in the world. They supply empirical content by relat-
ing strings of symbals or sets of them to aspects of the behavior of the things in
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the domain of the theory. The formal model plus an interpretation is an empir-

i of the domain.” . '
e :‘l]:r(;ryand there in linguistics we find fragments of an interpretation, but they

are not thought of as correspondence pril}cipla. Generall){, th_ey are :een is
part of the apparatus for determining predlctl-ons abou.t the mtum(:lns o s;:ezle
ers, as providing a means of confirming or filsconﬁrmmg rul?s. T‘ ree no: |
ex;mples are Chomsky's (partial) explications of the notiohs 'gr::r;?;a ica
sentence’, ‘ambiguous construction’, and isynpny_mous sentencef( l, gp:
2-17, 88-91). The first explicates grammatlca!lty in .ten_ns of the. ormadsr’v[;-
erty of generation in an optimal grammar. This explication associates azln) | nthc
tion with the intuitive property of well-formed.ness .an‘d thereby enables "
linguist to predict that a native speaker of English distinguishes between sen-

tences like (8) and strings like (9):

(8) Colorless green ideas sleep furiously.
(9) Furiously sleep ideas green colorless.

The second explicates ambiguity in terms of the for.mal pr.ope'rty of a §entenlc‘:e
having two or more nonequivalent derivations. This explication asspcnates t. €
existence of multiple structural descriptions for the same sentf:nce. with a natl.ve
speaker’s intuitions of multiple senses. This enaple§ the linguist to predlct.
that the native speaker of English recognizes the ambiguity of sentences like (10):

(10) Flying planes can be dangerous.

The third explicates synonymy in terms of the forma.l property of the same
underlying phrase marker initiating the derivations of different sentepces. This
explication associates derivations originating with the same un@erlymg phrase
marker with the native speaker’s intuition of sameness of meaning and thereby
enables the linguist to predict that the native speaker of English takes sentences

like (11) and (12) or (13) and (14) to have the same sense:

(11) John hit Benny’s sister.

(12) Benny’s sister was hit by John.
(13) The woman who is old left.
(14) The old woman left.

These associations were originally thought of as predictive, as determmn.ng
the specific empirical claims that grammars with certain formal properties
are committed to (e.g., rules enabling us to derive such-and-such a sentence,
or ones enabling us to derive it in different ways). They can alsobe thou'ght. of as
interpretive, as specifying the empirical meaning of such formal prop.ert.les in the
grammar. That is, these associations function as corresponQencg principles that
tell us the significance of some uninterpreted piece of formalism in the grammar.

7. This distinction is slightly different from some of those in the literatuse (cf. Nagel,
1961, pp. 90-105).
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But not only have the correspondence principles offered so far been an ex-
ceedingly small and fragmentary piece of a full interpretation, they are each
themselves less than adequate. The definition of grammaticality as generation in
an optimal grammar is informative only to the degree that we have a complete
notion of what an optimal grammar is. By itself, the failure of a system of rules
to generate a string means either that the string is ungrammatical or that the
system is not optimal. We must know that the system is optimal to know that
the ungenerated string is ungrammatical. If we have a number of independent
constraints that can be imposed on grammars that, apart from questions of gram-
maticality, permit us to argue that the grammar is optimal, then we have a basis
for deciding questions of grammaticality. If we have no such constraints, there
are no independent grounds for claiming the system is adequate and no basis
for choosing between the alternatives of an ungrammatical string and an inade-
quate grammar. The situation is even worse if there are no other acceptable cor-
respondence principles, for then the grammar is defined simply as a system that
generates all and only the grammatical sentences; as a consequence, we face real
circularity when we claim that a string is not grammatical because it is not
generated.

In fact, the two other comespondence principles presently available (of
ambiguity and synonymy) cannot bear the weight that is thus put on them. The
explication of ambiguity fails completely if there are cases where different
underlying phrase markers underlie synonymous sentences, since the explication
takes multiple underlying phrase markers as a sufficient condition for ambiguity.
Counterexamples are relatively easy to find, for example (15), (16), and (17):

(15) It was done by an automated processing machine.
(16) John wrote a letter about his experience.
(17) Don’t buy dark green paint.®

In each of these cases, there is alternative bracketing of the form (A (BC)) and
((AB) C), but no meaning difference corresponding to it. Any grammar that
assigns such alternative bracketings as its explanation of the ambiguity of phrases
like “ornamented lettering machine™ will also assign such altemative bracketing
to examples like (15).

An explication of synonymy in terms of sameness of underlying phrase
marker is no better. Changes in transformational theory (such as the change in
the conception of the passive transformation by which it became obligatory as
the result of introducing a passive marker in the base) narrow the range of
cases for which this explication has application. Such an explication has no
relevance to the infinite set of cases in which sentences with vastly different
underlying phrase markers are synonymous because the meanings of their

8. Example (16) is due to Barbara Hall Partee and (17) to D. Terence Langendoen.
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fexical items combine compositionally to provide them with the same mean-
ing, as in (18) and (19):

eorge isa bachelor. .
83; gezée is a human who is male and an adult and an unmarried person

to boot.

The area of application remaining for :his expll?catt::in is not qnly small, but try-
i v ize i extremely complicated.
" ll(;u‘;hi:n\‘:(::ﬁeb: ::i:l\ll(llets)seeven to l)r’y to f:)haraclerize it. The reaspn i§ that
these counterexamples show that there is a role ff)r a se-ma(.mc exp::alno[:g
ambiguity and synonymy, and any role for semaquc explications me} s ); i
tic explications of such notions irrelevant. Cases l.“.‘e (15)(17) re.quu‘en :;s;e(:han
blicale ‘S is ambiguous in L’ in terms of the condition th.al S rgcen::‘s e han
one semantic representation in the grammar .of L. But if we introduce such an
explication for these cases, there is no point in keeping thg syntzln.cuc' expOcels "
for others, since every case of ambiguity th?t the syntactic e)_cp !cglnon cis\; s
also covered by the new semantic explicguon. The same s:lua!non exn ‘sn Jor
synonymy. Cases like (18) and (19) require us to exphca?e S 1: |s.syn(:e Iyn mous
with S, inL’in terms of the condition that _S, anfl S, receive lhe same eman
representation in the grammar of L. Butif we lnquduc?e sucl an exp i 0}
there is, again, no point in retaining the syntactic ex.phcauon, smc; e;er): lfe .
synonymy that the syntactic _explication covers 8 also covered by
sem:xl;l:;e(;btain some further idea of the primit‘ive st.ate of theltheorydofs u;
terpretation if we look at what would be contamgd in a complete a(':ll a;{
tematic account of the interpretation of the formalism of grammars. ;:d y:
such a theory would list every grammatical property (h?l a langt_xag.e ::ou eicd
hibit and provide a correspondence principle for each. These princip! es wou"
associate a term denoling some grammatical property, suf:h as intuitive well-
formedness, with a description of some fonnalism in the uninterpreted calculus,
such as a complete derivation. At the phonological l.evel, we would ﬁnc(ll corre-
spondence principles for the properties of rhyme, alltterqtu{n, meter, and so on:
At the syntactic level, we would find correspondence principles ff)r the proper.
ties of grammaticality, ellipsis, sentence types, part-of-speech gquwalences, pr(l)d
nominalization relations, agreement, and so on. At the seman.nc .level, we wou
find correspondence principles for the properties'of ambiguity, sy.n.onymt)::,
analyticity, meaninglessness vs. meaningfulness, entailment, presup}_Jom'u;)n, :;] t
Further, a theory of interpretation would have to state metapnnc:p es tha
guarantee that a system of correspondence principles provides a coherent 1tn
terpretation of formal grammars. For example, there' must be somedmeha;
principle to determine what part of the formal quel is m}erpreted and wha
part can be left without direct connection to linguistic behavior.
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One such metaprinciple might be based on the linguist’s working assumption
that similar formal structures must receive similar empirical interpretations. This
assumption operated as one reason for eliminating generalized transformations
from the grammar. On the one hand, if the assignment of different underlying
phrase markers to the same surface structure is a condition for ambiguity, then,
on this working assumption, assigning different T-markers to the same surface
structure, in grammars with generalized transfonnations, should also be a condi-
tion for ambiguity. But, on the other hand, the existence of multiple T-markers
underlying a sentence does not, empirically, correspond to any form of senten-
tial ambiguity. Thus a reason for eliminating generalized transformations is that
no situation arises where there is a distinction without a difference (Chomsky,
1965). The formulation of metaprinciples in a theory of interpretation would
provide a place in the theory of grammars to state such assumptions explicitly.?

The present primitive state of the theory of interpretation is what provides

the back door through which empiricism might retum to linguistics. Since many
different actual and possible empirical theories can have the same formal struc-
ture (a system of phrase structure rules can be a description of the genealogy of
a family, a program for theorem-proving computers, a sentence-generating
grammar), a given formal system can be made to mean different things, depend-
ing on what interpretation is imposed on its symbols and their formal relations
in strings. Moreover, if this can be done for a whole system, nothing prevents a
change in a central part of a system from changing the general character of the
whole system in some specific direction. Thus, empiricism might return if it
could capitalize on the near-vacuum in linguistic theory concerning a theory of
interpretation, dislodging the rather weakly based rationalistic interpretation
(based on Chomsky’s proposals concerning novelty, explanation, explication,
absolute formulations, and transformational levels) and replacing it with an
empiricist interpretation. /

The problem for the empiricist is how to find an interpretation that fepre-
sents the internalized grammar that comprises the speaker’s fluency in a way that
makes an empiricist account of its acquisition seem natural. The focus of such
an interpretation would clearly have to be the property of grammaticality.
Grammaticality is the central notion in linguistic investigation, and it occupies

9. Also, there should be metaprinciples that determine the kinds of empirical events a for-
mal structure in the grammar can be associated with. For example, it might be claimed
that semantic correspondence principles can only connect grammatical formalisms to
language universal cognitive structures, while phonological correspondence principles must
often link grammatical formalisms to language-specific asticulatory configurations. Further,
there ought 10 be constrainis that determine the conditions under which the same formal
structure can be referred to by different kinds of correspondence principles. For instance,
it would clearly be absutd if one principle connects ellipsis to the operation of crasue
transformations as in most discussions, but another principle allowed mapping rules that

correlate phonetic structures with physiological properties of the vocal tract to apply prior
10 such srasures.
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eeminent position in the Chomskyan theory as well. Chomskyjs .pre'sen:)a-
:i:r: of transformational theory emphasizes the propcrtydof. graunf;j;:ucaiuyﬁnzli
its characterization of gramm'ar.s.as sentence-generating evu‘:'es.l " i:s,modo d
i i i st, perhaps the most importan g (
o m::;ei;a: l?:ﬂ;hé:\(:n:lrgg: l:tl)tio:s of gxplicalion and absolute formulation,
mt: t;l rovide the basis for his conception of grammaucfahty. .
¥ iVepshould therefore expect the Chomskyan notion of grap{p?uca ity as
eneration in an optimal grammar lo be the main targe} of an empiricist coyr‘\tt‘er-
; Jution. This notion supports a rationalist conception of langyage acquisition
:)evon:‘akiné a sharp, absolute distinction between the grammauca} and the un-
grya:mnalical, and between the competence P:li\n:'i\ples :::a; ::;:;:n::; ;(I)\;“ ir:cn;
matical and anything else that comb¥ne:s with them o e Hams';
Such cleavages are not found in linguistic experience, W l;‘e e a0
description of a sliding scale from t'he lota‘lly unacccp}a ; clearly =
oreover, it is virtually inconceivable thaft }ﬂductnv; gen (
g:‘:)ll?:(:e.to hsdo heterogeneous a set of events as linguistic expc{ll;ncet ctc')\:lc:i (gi,nz
rise to so idealized a set of obje;:ttsh asthor::l;y:::\ tg:::n:;a&se;nm lc:sx e
strong @ priori determinations of the form ! h nducson
i rities in particular phenomena, but like pl?qogfap yitr s, | Y
i‘::;;r?”hhz:: :ﬁ::::e.) if sh:)rp categorizations are th ?.xphcu in l'msunsusclznggr;
ence, then they have lo be contributed by the principles the min us:;1 Lo oree
nize its experience. . However, if £:de of Cul‘\sc:r::y:? g:zzm:, theories o
language acquisition had to explain the acq o o o e phusble
description of actual experience, empiricism wo.u!d' ook far plabslb . be
An important secondary target of an empnrncnst coun_teuevo u _
the absoluit)e concepts of synonymy:hanal)lnic:nydlar;i iesr:et:::lznz?; :(t: ;St;:[s;r:::r::sc
level. Such absolute concepts lead directly to the ex : meamng;
ince these concepts force us to credit speakers with knowledge o
sl;?ac:by itself consliitutes knowledge of ne.cessar.y truth. Such kn?wle(:fiet igzs;sl
a formidable stumbling block to empiricism, since no amount 0 drepsoc.mt.lon
experiénce can produce anything stronger than a highly -clor'\ﬁn:e ?:s o m;
it can never equal a necessary connection, and thus empiricist t kc;on S
chance of accounting for how speakers cou(l: I:avi;,osr;\e to know
ine involves necessary connection (Katz, X . '
Who’;“:\:‘ :;:t::i: of even a fairly well-developed theOfy of interpretation rr::l:: ::
easy for the empiricist to attack these notions, for wuhoult such a theo‘r)ylon »
no rationalistic criterion for what is linguistic and what is not, whatth e gt: in
the grammar and what is extragrammatical. If there were sugh a e::yt, then
relative to its correspondence principles we could set up the cme‘r‘lonh a what
belongs in the grammar is whatever formalism is necessary to explain the prop -
ties and relations (e.g., thyme, meier, ellipsis, wo@ order, sentence lype;::x::nd
ymy, ambiguity) appearing in these principles. Without such a l!n;qry, pend
not even to think of such a criterion, and in its absence the empiricist cou
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turn (without much notice being taken) to Harris’s criterion that what belongs
in the grammar is any aspect of the distribution of linguistic elements in actual
speech. This criterion would easily do away with the Chomskyan conception of
grammaticality as dealing with only a limited set of the factors that influence dis-
tribution. It would be replaced by a conception that relativizes graminaticality
to all sorts of performance and contextual factors, thereby almost by itself
reinterpreting the formal model empiricistically. Furthermore, the criterion
would also obliterate the distinction between beliefs about the meanings of
words and beliefs about what words refer to, since both sets of beliefs determine
the distribution of words in speech. Consequently, absolute concepts of synon-

ymy, analyticity, and entailment would be replaced by graded concepts'®, and"

because only contingent connections could be expressed with them, these would
be no obstacle to empiricist theories of how speakers come to know what they
do about their language.

A CASE STUDY: GENERATIVE
SEMANTICS, LAKOFF STYLE

Having seen how empiricism might come back into linguistics, we now will see
how it is coming back. We do not claim that the linguists who are bringing it
back are necessarily empiricists or are aware that their work has this thrust,
but only that their work clears the way for retum of empiricism in the manner
we have described.

It may appear at first encounter that generative semanticists are developing a
new and improved model of grammar, but there is clear reason to think that
the model they are offering is either a notational variant of the model of gram-
mar known as the “standard theory” or a modest extension of that model. We
will not repeat the arguments for this claim (see Katz, 1972; 1973). Wh}t we
wish to say here does not depend on them; rather, our claims here answer the
question of how generative semantics can be a notational variant of interpretive
semantics when it is perfectly clear that some new and controversial thesis is
being put forth by generative semanticists. The answer is that the claim of
equivalence is about the formal model, while the controversy is about the
interpretation. The issue between generative and interpretive semantics is over
different interpretation schemes for the transformational model, one of which
is empiricist and the other rationalist.

Lakoff proposes to replace the absolute notions of grammaticality and of
analyticity, synonymy, and entailment with graded ones. As we argued above,
these aspects of the rationalist interpretation of the transformational model are

the two key areas where an empiricist counterrevolution would have to concen-
trate its attack.

10. For the cmpiricist conception of graded concepts, of. Quine, 1960, especially sec-
tion 12.
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Lakoff states his aims as follows:

there are a great many cases where it makes I’IO 'sense. to speak o‘;’ (:2: :lﬁl:t
formedness or ‘grammalicality‘ of a sentence in lSOlatIOI\'. 'In?:.a. one must
speak of relative well-formedness and/or relative grammdtlca: y,e“ain ,,e_
such cases a sentence will be wfc:l:;formelc‘ii Only(;::‘:: ;Zs;pni?n ki cS far apmt
iti ure of the world . . . . S,
Sl:”pp::?::):cis?t?:::, tl:lli,n::: will say, in such instances, tbat Sis well'-formed
?ml‘; relative to PR, That is, I will claim,thatl the notan of ;el:ni::vte w:l::
formedness is needed to replace Chomsky's on_gm.al nqtlonl(; 7.: : %;29)
maticality . . . , which was applied to a sentence in jsolation ( . P .

i « i istinction between compe-
ims further that he is not “blurring the distinc etweer
::l:(c:(::n;:l:tlial:::srformance,“ since he distinguishes between extral:ingull]su;:i fac.t(z:‘s:
i ’s bout well-formedness and “the linguis
that enter into a speakers judgments a v _ ustc
i i« ie.. “the ability of a speaker to pair sen
competence underlying this, ie., bility ekt 1 P o, 330),
ith the presuppositions relative to which they ar : I
z;:(l)lmsk; tkaes Egkoff at his word here and concludes that there is nothing m(t)l:e .
at stake than a question of terminology (1972,p. 121). As Chomsky argues, the

relation between (20), |
(20) John called Mary a Republican and then she insulted him.

and its presupposition, say, that Ma:jry ﬁelie:‘esn;':::es:f::(ﬁ:]ll:):l?e:‘{::::?;at; 1:
i ine. is agreed to hold independently ot a
:::l::;l:\ (g);” :fo:?petence, and therefore it doesn’t matter whether we follovlvn ::'lk::;l:
and “define ‘well-formed’ as a relative concept? and . .'.'have tl}e ugramCho mgS .
erate (S, P) pairs such that S is well-formed re]atlv? toP, ,or we follow “homsky
and define ‘well-formed’ independently of Mary's, John's, or anyoml:h e
liefs and then “assign to the semantic compopent of the grammar ::l ;;ar ]
stipulating that (20) expresses the presupposition that for .Iohnkuf caosmo: :
Republican is for him to insult her,” The subsFance of ChO{ns y's P fon
that: “For sentences with presuppositions in this sense,'nothmg hinges of >
terminological decision . .., What may a(lppea;r2 )at first sight to be a prolou
i issolves into nothing on analysis” (p. 122). . -
mu;:llss(illlomsky is wrongg here. There is a profound issue. Lakoff 1shallo(:vr;n£ :
competence-performance distinction, but not the one Chornsk){ asl A é
‘which characterizes the notion of well-formedness so tl'lat strings in a anfg hg
can be divided into the well-formed and the ill-formed just on the basis of t l::l:
syntactic structure, without reference to the way things are In t.he \\(orld,o :f:s.
speakers, hearers, or anyone else believe, etc. What ma!ces the‘s-nual‘lo‘n ckno“d-
ing is that Lakoff keeps the terminology ‘competence’, and Imgulsn:; nowt
edge’, but changes what such terms mean., One has to r?ad closely a'n ;Ion -
gether things that he says in different places to see that comgetence n‘zeaufed
refers exclusively to the system o_f grammatical rules that constitutes an 1



32
JERROLD J. KATZ
THOMAS G. BEVER

(in Chomsky's sense) speaker-hearer’s ability to associate sounds and meanings, .

but includes a host of nongrammatical facts about the way things are in the
world, such as what speakers, hearers, people spoken about, and so on, believe.
Lakoff says:.*“The study of the relationship between a sentence and those things
that it presupposes about the nature of the world by way of systematic rules is
part of the study of linguistic competence” (1971a, p. 329). Thus, for Lakoff,
but not for Chomsky, the well-formedness of (20) turns in part on the empirical
facts concerning what beliefs Mary, John, and the speaker, have about Repub-
licans, whereas for both, at some level in the grammar, (20) is paired with the
presuppasition that for John to call Mary a Republican is for him to insult her.
"Lakoff would of course argue about whether such facts about people’s
beliefs are nongrammatical facts, but such an argument would be beside the
point, since here the conflict is between two conceptions of the distinction be-
tween the grammatical and the extragrammatical, Lakoff's criterion for what
is grammatical is explicitly that of structuralist linguists like Harris—namely,
that whatever determines the distribution of morphemes is ipso facto part of
grammar.!*  Thus, he argues that, since the beliefs of those involved in the
speech situation determine the distribution of such features as the stress pat-
tern of (20) as distinct from that of (21),

(21) lohn called Mary a Republican and then she insulted him.

where the sentence expresses no more than that one event occurred and then
another occurred (there is no sense of Mary insulting John back), information
about the existence of beliefs about John's having insulted Mary must be an inte-
gral part of the study of competence. Lakoff’s criterion leads to an almost
indefinitely expandable competence domain: any factor in a linguistic situation
that influences distribution becomes a matter of competence. As we shall see
below, Lakolf capitalizes on this feature of his criterion to comg up with a vari-
ety of “novel claims” about competence.

Chomsky's criterion is close to the Wundtian conception of the subject of
grammar, The object of study is the senience, intuitively understood, and the
theory of competence is a theory about the principles that explain the intuitions
we as speakers have about sentence structure (Chomsky, 1965, pp. 3-9), Thus, a
- tule is counted as grammatical if it plays a role in explaining the structure under-

lying intuitions about ambiguity in sentences like (10), about synonymy in sen-
tence pairs like (11) and (12) or (13) and (14), and about well-formedness in
sentences like (8). But linguistic competence is distinguished from performance,
primarily in a negative way by the fact that the latter involves matters not rele-
vant to the explanation of such intuitions—for example, limitations stemming
from the nature of the organism’s psychological mechanisms, which restrict
immediate memory, computation time, and information access, On the positive
side, it is readily conceded that this criterion is nowhere nearly as fully devel-

11. Lakoff uses this criterion in several places: 1971a, pp. 330, 331, 337, and 50 on.
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i inci the absence of a rich theory of the
is desirable, principally because of . ‘
9ped ::t;stion of fom‘:aI grammars. The absence of this theory n_lear'ls that tti;i
mlelg of intuitions required in a reasonably completeT and convincing dcco(l:l[[:om.
mt':gt ammar must explain is drastically hnpoverlsheq. Nomf.lheless., on
&y adgc:I it quite clear thata factor that influences the distribution of linguistic
:‘ky "smcannot for that reason alone be taken to detemximj, aspects of c.qmpetf’.nce
f)nn maticality (rather than aspects of performance like acoeptabxhty).smce,
iy “The more acceptable sentences are those that are more likely to
derstood, less clumsy, and in some sense more natu-
ral. The unacceptable sentences one would tend to avoid and re?l!;ce b); cr::pr::
. i ossible, in actual discourse. ... 1lheun -
acceptable variants, wherever p A | discousse. - .- g to do, not
ammatical sentences often cannot be usec, ; . o
:/t:lt‘:ng:;rammar, but rather with memory hmuauon‘s. intonational and stylistic
factors, ‘iconic’ elements of discourse . . . and so on .(1965, p. l }). o of
Lal,coff's criterion leads direculy to a reintroduction of Harris's cor:: pl on ot
I
ility, i ich the sentences of the language form a gradient
acceptability, in which t ! e e
i i i learly well-formed ones,
ly impossible strings on up to ¢ .
?:fr::\gdnesspis made a function of parameters that maykvaryv;r: :r::e\:r:xy '[f‘;::,r:
in the same speaker O . X
aker to speaker and to any degree in the same ‘
sLgfkoff's pro‘:osal of relative grammaticality, if accl;:lp(ed, \\;oul;i[:::t:n \\(r)hfa; “:s
i or -
e most important step toward preparing the way
2::::3: thsince it wzuld eliminate Chomsky’s strict dnchotom);l t?etween tl;e
i matical. Given that actual speech is so messy,
grammatical and the ungram . . o B e
i / d filled with one or another p
heterogeneous, irregular, fuzzy, an her perfomancs
iricist’ i f Chomskyan rules, as having been
error, the empiricist’s explanation o  Deen learns
' i i izati f a sample of actual speech is har
as a purely inductive generalization o ech is hatd o Jake
i é her hand, something like Harris's
seriously to say the very least. On the ot et . S ‘
Lakoff')s/ rules, which represent an acceptability gradient, spnfi a much bemtter
chance of being explained on the basis of inductive generalization because they
reflect the character of actual speech. . ‘
Rationalism, however, is an empirical theory. It m.lght be a true tgpothe::
about the acquisition of knowledge, or empiricism might be true. ¥lence,

as he observed: .
be produced, more easily un

N . W 1ange
12. Lakoff allows for an absolute notion of gnmn:‘:lucahly in a:; :;::e::‘nf:‘ye l;:l:; orasl:gn -
. ibi i 1 or * ow' cons

of cases: “languages exhibit certain lowdevel e an ab-
iolati i indeed make for ungrammaticality

tences. ... Violation of such constraints does in e ould be

*Hi ing’ ** *» (1971a, p. 399). Two remarks

solute sort: **Hit Sam lrving' *'I went Boston to ( ) e,
i i it y ledgment of the existence o

made about this. Figst, il represents an acknow . . » ter®

ex:mple§ to the thesis Lakoff wishes to put forth that therse is no :bs«;l-uu: :z::;;;:lgsr:l:d

icali i 3 i that such verbsubjec

maticality, Second, it assumes, without ugtfmeng. ! oL e ar,

preposition-noun constraints can be stated in isolation from evex!thmg cbefq lhlec fct:uuc.

that is, they have no implications for “higherdevel” or “deeper” aspecls © |:cn ace s

ture. Lakoff seems to be claiming that whatever rules are need Eo exghcatcf t cs;cau_on e

of ungrammaticality do not, as one might expect on Chomsky’s l‘loll‘ol"l [ exlz ‘ Chon'1sky

ply decisions in unclear ones. Thus, whereas the uncleaness of an_““,df"‘; wstco :)hc B

is a matter of the state of our knowledge, for Lakoff, as for Harris, it 15 due

fuzziness of the phenomena themselves.

{
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have to show more than that Lakoff’s proposal is pro-empiricist; we have to
show that the proposal provides no actual support for empiricism. We cannot
hope here to restate the case against empiricism in linguistics (see, for example,
Chomsky, 1968), and so we have to accept the fact that those linguists who
still remain empiricists will reply to what we have said in this paper, “so much
the better for generative semantics.” But we can show that Lakoff’s arguments
in no way undermine or weaken the case Chomsky and others have erected for
rationalism. Therefore, we now turn to the question of the adequacy of Lak-
off’s arguments for his proposal to relativize well-formedness to the beliefs of
speakers, actors, and so on.

Typical of Lakoff’s arguments is the one that claims that the grammati-
cality of sentences with verb phrases like “realizes that 1’'m a lousy cook,”
“believes I'm a fool,” “enjoys tormenting me,” etc., does not depend on
whether their subject is marked ‘Human’ but instead on whether the speaker
assumes that the thing(s) in the world that he or she refers to by the subject
are sentient. Lakoff’s argument for this conclusion is that people who believe
that such things as cats, goldfish, amoebas, frying pans, sincerity, or births are
sentient find sentences like (22) “perfectly alright” (Lakoff, 1971a, p. 332):

.

(22) My cat (goldfish, pet amoeba, frying pan, birth) enjoys tormenting me.

Thus, Lakoff concludes that well-formedness is not an absolute notion but a
relative one that varies with belief,

The argument initially strikes one as a simple nonsequitur. Why should
anyone conclude that a sentence like (23)

(23) My frying pan enjoys the fire because it’s masochistic.

is well-formed in any sense from the mere fact that people who believe that
frying pans have a mind find such a sentence *“acceptable,” *perfectly alright,”
or “perfectly normmal™? What makes us take such judgments to be judgments
about well-formedness, in the sense in which this term is used in the theory
Lakoff is criticizing? Perhaps all that such people mean when they say these
things is that the sentence expresses something they think is true. After all,
deviant sentences can be used to make true statements.'?

The argument is a nonsequitur, but the plot thickens if we look more
closely. Lakoff himself finds the argument convincing, so one may assume that
he has some principle in mind that enables him to conclude that the judgments
are legitimately about well-formedness. One aspect of such a principle would
have to be that ill-formedness is the only kind of sentential deviance to which
the judgments of such people are relevant. This is, of course, dubious, but we
may accept it for the sake of argument.'* The other aspect of such a principle

13. This is what the intesest in semi-sentences was all about (cf. Fodor and Katz, 1964,
pp. 384-416).

14 Soma aroument ie needed to chow that thera ie no further .tvne of deviance such as
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is that there is no distinction between a speaker’s knpwledge of the ghr.anun.au::lil:
or semantic properties of a word and his or her bel,efs about the t u(;gs in "
world to which it refers. 1t is easy to show that th|§ must be assum«l:‘ to_m‘:;ne
the argument work. Assume it to be false. That is, assume that there is one
criterion for determining the grammatical or semantic fa<.:ls about a ter;n i
‘frying pan’ and another for determining beliefs about fry,ng ans. The former
mriyght be as follows: a hypothesis H, repres.cming a putatnye Iexn::ial sellxlsg oft 1:
is preferable to another hypothesis H; just in case H, _predncts an e::Pt ;unsthan
semantic properties and relations of sentences in w_luch w occlnérs eI 9?;2
does Hj or they explain them equally well but H; is su'nple.r( ;tz,b 1 ,O?I[‘)‘;
284-286). The latter criterion might be as folloysz a behef ; abou sIains
class of things in the world is better than another l?,- just in case .ll bett:r ;:l? ne
the behavior of these objects or more simply if both explanp suc | a:hat
equally well. Now, supposé that on the basis Qf the first t:menon we ea:]n hat
the meaning of ‘frying pan’ in English today is roughly, nonsentient, pdysn
object, artifact, used for frying food’. Supposg, however., that youhan ytcl:l::
(riends have been making a study of the behanor of Ijryu'lg pans w er;l o .
people forget about them, and you find that this t.)ehawor is s0 strange tl at the
only explanation for it is that frying pans are sentient a.md desire to ensb ave le
human race. You rush to the TV station, seize the ml.crophone, and egm' o
sound the warning. What do you say? There is no hword in \’he languagt.e rr:;:anm,gl
‘sentient, physical object, artifact, used fc')r frying foo:i. _But tl,us’r 1:)“"'
matter, for you can deliver the warning using the. term ‘frying pan% k ere is
nothing illegitimate about this; it is a perfectly straightforward case o. re ;:(;ence
under a false semantic description (cf. Donnellan, 1966, pp. 281-304; 1970, pp.
33583::8?{ beliefs about the referents of words are independent of the meaning
of these words in the way suggested by the account abovt_z,ll'zakoff's conc.lu§\on
does not follow. Hence, his argument must deny any possibility of such dnsu.nct
criteria and any distinction between speakers’ knoyledge of the gramma:.ca}:
properties of words and their knowledge of the things in the Yvorld to w nc’
words refer. But since this is exactly what his argument against Chorqsky s
notion of absolute grammaticality is supposed to prove, ﬂ}e argumen.t is cir-
cular. Lakoff is supposed to show that Chomsky’s rationalist conception of a
closed system of formal rules expressing the internal structure of §entence types
and permitting us to make an absolute dichotomy between 'the nll-formec_i and
the well-formed is untenable because it is incapable of handling the Amost inter-
esting facts in the domain of syntax.'* However, he begs thf: q'uespon because
he simply assumes the empiricist principle that there is no QIstlnctlon between
grammatical information that includes dictionary informathn of botl? a syn-
tactic and semantic nature, and extragrammatical information that ¥nc'ludes
information about what the speaker believes about others, encyclopedia infor-
mation concerning what various referred to objects are, and so on.

15. Lakoff says: “1t is not at all cleas that very much that js intesesting would be past of
the <tndv of vresunposition-free syntax” (1971a, p. 337).
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The actual grammatical status of sentences like (22) and (23) is, of course,
another question. It might be that the hypothesis that Lakoff rejects out of hand
is correct, that only ‘uncle’ is marked ‘Human’ so that only (24) is nondeviant.

(24) My uncle enjoys tormenting me (realizes I'm a lousy cook, etc.).

Or, for all we know, (23) might be nondeviant. The problem is not the lack of
a criterion to tell us how to decide matters of this kind; the criterion mentioned
just above together with a suitable set of definitions of the semantic properties
and relations that have to be predicted and explained serves well enough. What
is absent is some clear enough set of examples of the semantic properties and
relations that need to be predicted and explained. What is relevant here, how-
ever, is that, whatever the examples turn out to be, there is nothing in what
Lakoff says to show that in principle such deviance phenomena will be outside
the range of the standard theory.

This may not be as clear for some of Lakoff’s cases as it is for the case of

examples like (22)-(24). Thus, it is worthwhile to consider his examples (25)
and (26):

(25) We have just found a good name for our child, who we hope will be
conceived tonight.

(26) We have just found a good name for our child, who we hope will grow
up to be a good citizen after he is bom.

Lakoffs claim concerning the deviance of (25) is:

it seems clear that the distribution of the grammatical morpheme who can-
not simply be determined by a syntactic feature like [+Human] ; rather, the
relative who requires, at least, that the person referred to be presupposed to
be alive at the time referred to in the relative clause (1971a, p. 331).

It is easy to show that an explanation of the deviance of (25) and the non-
deviance of (26) can be given in the standard theory without reference to what
the speaker believes. We can assume that the combination of a reading of an
embedded sentence in the form of a relative clause with the reading of its head
in the matrix structure is governed by the condition that the latter reading be
identical to the reading of the pronominalized constituent. Taking the deviance
of (25) to be semantic, this condition is a selectional restriction determining the
existence of a derived reading for the whole sentence. In (25), the reading of
the head noun phrase of the matrix structure contains the semantic marker
‘(Alive at Speech Point)’*® while the reading of the pronominalized noun phrase
in the embedded structure, i.e., the object of the verb ‘conceive’, contains the

16. The notion of the speech point is formulated in texms of the system of temporal spec-
ification in the semantic component; cf. Katz, 1972, pp. 306-362.

e B A———r——
4 b

37

THE FALL AND RISE
OF EMPIRICISM

semantic marker ‘(Af(Alive at Speech Point)).’.” Thus, the selectional restt‘nf‘;
tion on the combination of readings is not satisfied, and the sentence as a who

i i anomalous.

® m:cl:te: sfl:::n:llfi:"zlxplanalion does not mention either presuppos.itio:l or
speakers’ beliefs. Genesative semantici§ts generally _assugue that s.elecut(:ln ! (::;:
strictions always determine presupposition, but this is mstz:;cen, smce“ € o
nection can fail in both directions (Katz, 1973, pp. 568-574).y Actually, in

* cases where a selection restriction predicts a presuppaosition, the latter is some-

thing like an epiphenomenon. Thus, the corrgspo'ndence between the 'selecftltc;lna}l
restriction of verbs like ‘enjoy’, ‘realize’, ‘bghev? , etc.—that the read.ufg o . ct:u
subject contain the semantic marker ‘(Sentient)’—and the .presupposmon at a
sentence like (24) assumes the existence of some sentient creaturg (a;;p:g-
priately related to the speaker) is due simPIy .to the fact that th«f. readfmg of t :
subject determines such a presupposition just insofar as ‘tl‘le reading o ?‘ny n:): (
phrase in referential position determines a presupposition to the‘ e lec‘: a
there exists something with the properties expressed by the serpantnc markers in
its reading. The selection restriction mesely exc!udes' readings of sgnten:fs
whose subject does not contain the marker ‘(Senuent), thereby leavmgh only
those with the presupposition that there exists some sentient creature. A}t oulg‘h
it appears that it is the selection restriction of tl-xe' verb t@at deFemunels t. e
presupposition, the verb influences the presupposition of its sub]ec.t only tm-
directly. Therefore our explanation makes no reference t‘o presuppqsmon, etc.,
but accounts for the semantically deviant and nondeviant cases in tgrms. of
whether or not a selection restriction on the semantic markefs appearing in a
reading is satisfied, that is, in terms of the internal semantic structure of a
ce.
smt;;‘::cently, Lakoff has extended his theory of relative.well-fonnedness, !n‘a:
ing the notion of well-formedness depend on an even wider range of empiric
facts about the beliefs of speakers. Lakoff says (we have renumbered the
example): .
“Take a typical example.

(27) Nixon was elected, but the blacks won’t revolt.

(27) involves the assertion of [28], and is grammatical relative to a set of
presuppositions like that given in (28].

(28) Assertion: Nixon was elected, and the blacks won’t revoit.
S, and S

i i ker into an a-tuple of in-
17. “A/" is the antonymy operatot that converts a semantic marker -1y -
compatible ones (Katz, 1972, pp. 157-171). Note that the explafnatt?n hequs hu;hly'l sim
plified, and that this example is not intended o contrast with “the child which we
hope. .. ," since these sentences with “which” are even less acceptable.
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Presuppositions:
(29) (a) Nixon is a Republican.

(b) If a Republican is elected, then social welfare programs will be
cut,

(c) If sacial welfare programs are cut, the poor will suffer.

(d) Blacks are poor.

(¢) Blacks are discriminated against.

(f) Blacks form a substantial part of the population.

(g8) One would expect that poor, suffering people who are discrimi-
nated against and who form a substantial proportion of the popu-
lation would revolt.

I will not go through the deduction here, but it should be obvious that
Exp(S, D~S;) can be deduced from these presuppositions. Thus, [27]
will be grammatical relative to these presuppositions. Since these presup-
positions do not conflict with our knowledge of the world, [27] is a per-
fectly normal sentence. Of course, there are innumerable other sets of pre-
suppositions relative to which [27] would be grammatical—all of those from
which Exp(S, D ~ S;) can be deduced” (1971b, p. 68).

Lakoff himself is in no doubt about the fact that in this theory the well-formedness
of sentences depends on matters of empirical fact. He continues:

It should be clear that the general principles governing the occurrence of
too, but, and reciprocal contrastive stress can be stated only in terms of pre-
suppositions and deductions based on those presuppositions. This means
that certain sentences will be grammatical only relative to certain presup-
positions and deductions, that is, to certain thoughts and thought processes
and the situations to which they comespond. This seems to me wholly
natural (pp. 68-69).

Moreover, he happily embraces the consequence that the pairing of sentences
with their presuppositions, and hence the dctermination of well-fTormedness
generally, is no longer a matter of mechanical computation.'®

From the viewpoint of those sympathetic to the old version of Lakoff’s
theory of relative well-formedness, this new version must be considered both a
natural extension and an important improvement. It represents a generalization
in that now no particular belief of a speaker's (say, about cats, goldfish, amoe-
bas, frying pans, etc.) is necessary for a sentence about them (like those in (22))
to be grammatical. All that is required now is that the speaker’s beliefs, taken
together, bear the relation of logical implication to the presupposition of the
sentence. This has the advantage of permitting the generative semanticist to

18. Mistaking his own theory for a fact about language, Lakoff even claims to have dis-
covered that the well-formedness of sentences is undecidable (1971b, pp. 69-70).
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detesmine the relative grammaticality of a sentence in certain of th.e.cases.whelre
the speaker has no specific belief about the truth of the' presupposnlnon, namely,
those in which the speaker’s beliefs imply the presu p;_)osmon. In the old versn?n}
these cases were treated on a par with cases in whu.:h the speaker'has a belie
that is inconsistent with the presuppaosition or in which the speaker’s beliefs are
i the presupposition. ‘
mdel‘:::r:elt‘l:eo\rfiewpl:)int ﬁil") those unsympathetic to tl.lc ﬁ_rst version of Lakoff’s
theory because it is an attack on the rationalis‘t d@tmctlon betvyee:.l the gram-
matical and the extragrammatical, the new version is, as already indicated, even
more empiricistic. Fortunately, however, it has consequences sO absufd as to
pose no threat to rationalism. The new version says thal a senlence S is gram-
matical relative to aset of beliefs, B, of a speaker in case B implies P, the !Jresup-
position of S. But this means that Lakoff’s theory entails the al?sur_d claup that
every string is grammatical for anyone whose beliefs are at any point inconsistent.
For suppose that someone has a set of beliefs containing onemof l?\e form B gnd
another of the form ~B."* Then, by a well known argument,” this sgt of pehefs
implies any proposition whatever. Lakoff can, of course, try to a\{oxd this con-
clusion by denying that anyone ever has inconsistent beliefs, but this woqld be a
Pyrrhic victory since such a claim is only slightly less absurd than the claim that
ing is grammatical. .

everl).laslzgif:‘gsong\etimes speaks as if he had in mind a weaker relation (between ‘the
presupposition of a sentence and the beliefs of a spfzaker) than that of lt.)g_lcal
implication, namely, independence—for example, “Since these presupposiuions
do not conflict with our knowledge of the world, [27) is a perfectly normal
sentence” (1971b, p. 68). Thus it might be thought that l.le has a way out of
the difficulty above: to require simply that the presupposition of a sex.uf:nce be
consistent with the speaker’s knowledge (or beliefs). But thg revision has
equally absurd consequences. For example, for a radical skeptic Wh.O acc§pts
no beliefs about anything every string in the language is grammalncal, since
every presupposition is consistent with a null set of beliefs. Thus, mdependeptly
of their use of ancient Greek, we have to say that Pyrrho and Plato had entirely
different competence in the language. Furthermore, every §enlence abou.l a
subject that one knows nothing about (and modestly reffams from framing
opinions on) is grammatical. Moreover, as we come to gain some knowlefige
about a subject and to have some beliefs about it, senlences_ about that subject
start to become ungrammatical at a rate proportional to the increase 1n 'what we
know and believe. Again, since most of us have different sets of beliefs, and

19. If a speaker’s beliefs are treated as occusring essentially in contexts' of the form .‘x
believes B® so that the inadmissibility of detaching &8 prevents thg FOnIladlcUs)n from being
derived, then Lakoff’s whale theory collapses, since now beliefs do mot imply presup-
positions. . _
20. (B & ~B) imply 8; 8 implies (BV Q); (B & ~B) also imply ~B; but (8VQ) and ~B
together imply O.



40
JERROLD J. KATZ
THOMAS G. BEVER

since languages are individuated (in part) by the set of sentences counted as
grammatical, Lakoff’s view entails the absurd consequence that almost all of us,
except for the most “Tweedle-Dee, Tweedle-Dum” pairs, speak different
languages.®

In our discussion of how empiricism might make a comeback, we said that a
secondary target of an empiricist counterrevolution is the cluster of semantic
notions ‘synonymy’, ‘analyticity’, and ‘entailment’, since such absolute notions
lead directly to necessary truths. They permit us to determine the internal con-
ceptual structure of linguistic constructions and distinguish their semantic prop-
erties from features of the things to which they refer. They enable us to use the
purely internal conceptual structure to express connections that are independent
of the features of the actual world and thus hold in any possible one. Accord-
ingly, they lead to a rationalist account of the speaker’s knowledge, insofar as
they permit us to attribute knowledge of sentences expressing necessary truths
to the speaker’s competence. This, in turn, means that a theory of the acquisi-
tion of such a competence must contain more than the principles of inductive
learning allowed by empiricism, since such principles provide only for probable
connections. Hence, empiricism has to find some way of replacing these abso-
lute semantic notions by graded ones that imply no sharp division between the
inside and outside of a concept. Given concepts with vague boundaries that
permit no precise division between internal conceptual structure and external
features, the speaker’s knowledge of the language can be characterized in a way
that removes the obstacle of necessary truth that otherwise would block empiri-
cist attempts to account for its acquisition on an inductive basis.

Now, tuming to how generative semantics is clearing the way for a return of
empiricism, we find Lakoff proposing just such an empiricist doctrine of con-
cepts. He writes:

natural language concepts have vague boundaries and fuzzy edges and ...
consequently, natural language sentences will very often be neither true, nor
false, nor nonsensical, but rather true to a certain extent and false to a cer-
tain extent (1972, pp. 183).

In particular, he argues:

Robins simply are more typical of birds than chickens and chickens are
more typical of birds than penguins, though all are birds to some extent.
Suppose now that instead of asking about category membership we ask in-
stead about the truth of sentences that assert category membership. If an X
is a member of a category Y only to a certain degree, then the sentence “An

21. Robin Lakoff (1973) seems willing to stick with the consequences of this theory to
the bitter end. Similiar considerations lead her to claim that men and women (speakers
of English) speak different languages (Valian, 1976).

» . .. .
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X is a Y” should be true only to that degree, rather than being clearly true
or false. My feeling is that this is correct, as (30) indicates.

(30) “Degree of truth (corresponding to degree of category membership)

(a) A robin is a bird. (true) X
(b) A chicken is a bird. (less true than a)

(c) Apenguinisa bird. (less true than b)

(d) Abatisa bird. (false, orat least very from from true)
(e) A cow isa bird. (absolutely false)” (1972, p. 185)

This doctrine of “fuzzy concepts” leads, of course, to a graded notion of

entailment:

_..we will want to talk about such concepts as ‘degree of validity’ a‘nd
‘degree of theoremhood’, which are natural concomitants of the 'notlon
‘degree of necessary truth’. If one wants a natural example of entailment,
consider [31] and [32]. We know that not all birds .

(31) xisabird
(32) x flies

fly, but we might well want to say that once a bird has a certain degree f)f
birdiness, say, 0.7, then it flies. We might then want to say that (31) entails

(32) to degree 0.7 (1972, p. 186).

There is no point in belaboring the obvious. The abso'lute.nqtion of analyti-
city on which examples like (30a-c) would be on a par as lll'lguls.ll(': truths and op
which examples like (30d) and (30e) would be on a par as linguistic falsehoods l's'
replaced by a graded notion of degree of truth (or *‘degree of necessary.truth,
whatever this might mean). The absolute notion of entailment on which sen-
tences of the form (33) entail ones of the form (34)

(33) xisarobin
(34) xisabird

but sentences of the form (31) simply do not entail sentences of the form (32)
is replaced by a graded notion of degree of entailment. .

What needs to be clarified is how numerical values representing extent of
inclusion are determined. Lakoff cites two ways of interpreting degree s.tate-
ments. On one, they reflect the results of testing subjects in experimental sn-tua.-
tions, (Rosch, 1973) where they are asked to rank birds as to their degree of birdi-
ness, that is, how close the test item comes to their ideal of a bird. Here the
statistical value obtained as the measure of degree of birdiness is taken by .Lakoff
to represent the degree of inclusion (the degree of truth, the degree of entailment,
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etc.). On the other way of interpreting degree statements, they are taken to
represent a measure of the distribution of some physical property in nature
rather than a statistical statement about judgments of people of a physical
propenty. Lakoff says:

It is common for logicians to give truth conditions for predicates in terms of
classical set theory. “John is tall” (or “TALL(j)) is defined to be true just
in case the individual denoted by *“John” (or “j”’) is in the set of tall men.
Putling aside the problem that tallness is really a relative concept (tallness
for a pygmy and tallness for a basketball player are obviously different),
suppose we fix a population relative to which we want to define tallness. In
contemporary America, how tall do you have to be to be tall? 5'8"? 5'9"?
5'10"? 5’1177 6'? 6'2"? Obviously, there is no single fixed answer. How old
do you have to be to be middle-aged? 357 377 382 397 40?7 42? 457 5Q?
Again, the concept is fuzzy. Clearly, any attempt to limit truth conditions
for natural language sentences to true, false, and ‘nonsense’ will distort the
natural language concepts by portraying them as having sharply defined
rather than fuzzily defined boundaries (1972, p. 183).

The argument for the thesis that the meanings of words do not have sharply
determined boundaries but grade off begs the question. In connection with the
first way of interpreting inclusion, Lakoff argues as follows: “If category mem-
bership were simply a yes-or-no matter, one would have expected the subjects
either to balk at the task (of ranking) or to produce random results” (1972,
p. 183). But one has no right to have such expectations unless one can assume
that the task Rosch’s subjects were asked to perform, to rank different animals
as to their degree of birdiness, is tapping their intuitions about the meanings of
the words ‘robin’, ‘chicken’, ‘penguin’, ‘bat’, rather than, what is more plausible
in this case, their stereotypes about such animals. The distinction can be put in
terms of an example. The meaning of the expression ‘airline hostess’ is simply
‘a woman who is employed by an airline in the capacity of a hostess’. Nothing
in the meaning of the expression tells us (what is clearly true) that the American
stereotype of an airline hostess includes such properties as attractiveness, a pleas-
ant disposition, having a height of over three feet, and so on. If one may assume
that Rosch’s subjects are responding in terms of their stereotypes, then there is
no reason to expect them to balk, since such stereotypes ought to vary in how
close they come to the ideal of a bird. If there is no reason to expect the sub-
jects to balk, then the fact that they do not is no argument against category
membership in semantics being a “yes-or-no matter.”” Hence, Lakoff’s argument
has to assume that there is no distinction between the meanings of words and
the stereotypes of theories people have about the things words refer to. On
this assumption, and on this assumption alone, the responses obtained to the
instruction *“rank birds as to the degree of their birdiness’ are evidence against
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meanings being sharp concepts, for these subjects were not instructedrto ralnk
the meanings of ‘robin’, ‘chicken’, and the others on a scale of degree obovez a;)-
with the category ‘bird’. But this assumption is, of course, v_vhat has to t:, esta
lished to make an argument agali;st catl;g;)g membership in semantics being a
“yes-Or- ter” (Katz, 1972; Bever, . .
yesl:rcl:::u‘\t::iun \(vith the second way of inter[.)rgting_ inclusion, Lakoff balso
begs the question by assuming there is no cleaf distinction betwee.n facts a o|:t
the meaning of words and facts about the things \‘vor({‘s refer to in the worh.
Note in the first place that Lakoff’s only argurr}ent is a “where do you draw the
line?” argument, and such arguments are fallz.lcpus'because they do not offer a
reason to suppose that there is, in fact, no dlslnflcllcrn. How do we know t.hat
the failure to find a fixed answer to questions like “‘In contemporary Amem‘:a,
how tall do you have to be to be tall?” is due to the Ioosetness o‘f the,boundanes
of the concept that functions in the language as t'he meaning of . tall,” or to some
deficiency in our knowledge about the distribution of h?fghts in c(‘)‘ntemporarx
America that makes it unclear how to apply the term ‘tall- in certalln borderhne'
situations? Obviously, one can’t decide that the latter difficuicy i not responsi-
ble for this failure unless one assumes that the concept ‘tall’ reﬂef:ts the knf)wl-
edge and beliefs we have about how the heights of tall people merge, imperceptibly,
into those of short people. But this assumption is exactly what needs to be
esm’ll)‘]tjnzh:dt.here is no argument -against the rationalist view that the .meamng of
‘tall’ and other such linguistic concepts have sharply deﬁ.ned bc.)undanes. Or} this
view, to say that something belonging to a certain class is tall. is to say that it ex-
ceeds in height the average member of that class,? and the dlfﬁctflty in applying
‘tall’ to someone derives from our imperfect knowledge conc{emmg thcj. average
height for the class (or the amount of deviation permntt.ed in detemu.mng the
relation ‘x exceeds y°). To see this, consider the following two quesuons-(see
also Katz, 1971, fn. 10). Which has the greatest height, a tall man (not a g.nant')
or one short man (not a midget) standing on the shoulders of another? Which is
bigger, one thick noodle or two thin ones stuck together? Almost everyone
asked these questions replies easily to the first, saying that the two short men_are
higher, but almost everyone has difficulty in replying to the second questfon,
most saying they don’t know. The reason is clearly that in un? cas.e of the hf.lght
of men we have a good idea of the average and of the distribution of heights,
whereas in the case of the thickness of noodles we aré nui * .33 w.ell informed
(and perhaps it is harder to be adequately informed here). Thus, it seems rea-
sonable to conclude that the indecision experienced in the lutier case 1S gue.no't'
to any difference in the degree of vagueness of the words “all” and “thick
: he standard varies with the comparison class. If the comparison
z;s'li};ed(;l::s, lttl:de‘ns::\:e:l:::iald is animals; if the comparison class is skysqapers, then the
standard is buildings. An alternative view is that the standard for any given case can be
delermined from the meaning of the word in question (cf. Katz, 1972, pp. 254-260).
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(both are relative in the same manner) but to our failure to possess the critical
facts about the world.®®

Now, we wish to consider, first, how well Lakoff’s doctrine of fuzzy con-
cepts handles the meaning of sentences, and second, how good a theory of
truth u offers. As we already noted, Lakoff provides two ways to interpret
the meaning of a sentence in terms of fuzzy concepts. On both, however, the
semantic characterization that sentences receive is fundamentally different
from their meaning in the langugage. On the first scheme of interpretation, a
sentence assigning some individuals to a class does so in terms of a coefficient
expressing their degree of class membership, and the coefficient reflects an
estimate of the judgments people make concerning how close these individuals
come to the ideal represented by the class. Thus, on Lakoff’s doctrine, sen-
tence such as (30a-e) must be interpreted as asserting that people have a certain
psychological propensity, that they tend to judge the animals in question as this
close o1 that close to the ideal of birdiness. But these English sentences assert
nothing of the sort. They simply assert that the animals in question are birds.
The point can perhaps be brought home more forcefully if we consider what
happens when two people disagree about such a sentence, say (30c). On Lak-
off’s doctrine, they are disagreeing about the outcome of typicality studies
on how people judge penguins, when in fact they are disagreeing about whether
penguins are birds. Moreover, if everyone wrongly believed that penguins are
not birds, the party to such a dispute who claimed (falsely, from the point of
view of the meaning of the sentence in English) that penguins are not birds
would be right.

If Lakoff’s interpretation were employed generally in science, confirmation
would be replaced with public opinion polls and argument with propaganda.**

23. Indeed, there is nothing fuzzy or vague about the concept ‘tall’ as it appears in the
meaning of sentences like “That pygmy is tall,” “That basketball player is tall,” and “Pyg-
mies are as tall as basketball players,” nor does this concept depend on the distribution of
heights in the world. Suppose the world were to change so thal pygmies grew 1o gigantic
height and only midgets were allowed to play basketball. The meanings of these sentences
would remain unchanged. The first would still denote some pygmy (using this term in its
sense of a racial stock) and say of this designatum that it exceeds the average heighi of
pygmies (whatever it is at the time). The second would still denote some basketball player
and say of this designatum that it exceeds the average height of basketball players (what-
over it is at the time). The third would neither change meaning nor be a contradiction (to
some degree?) but would still be false (though with another change it could be true). This
sentence expresses a proposition that clashes with our stereotype of pygmics and basketball
players, nothing more.

24. There is also a problem about the selection of the subjects for such typicality experi-
ments. If one selects them from the population at large, chances are that they can make
no judgments at all. If one selects them from subpopulations that can be expecied to have
an opinion on these issues, then the value expressing the degree of truth that is empirically

determined can be expected to vary, depending on whether the sample comes from the
Cambridge or Berkeley area.
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Using Lakoff’s doctrine to interpret his own assertions of thz}t doctrine (that
natufal language concepls are fuzzy), we obtain .thc': paradoxncalt coer:,segu::::
that these assertions must be understood as c.laumng that m%s : p es Lond
to agree with him about these issues. Hence, since agreemept etwe p. ple-
bears no logical relation to what is the case, Lakoff’s assertions become nrt:e :
vant to the issue of whether concepts are exact or fuz?y, §1qc: tdh.ey are abou
how people will judge such questions whe.n tested in typlf:ahty stu nes; the sctual
On the second scheme of interpreta'uon, the coefficient expre:seh  actus
degree to which the comparison class is close to the extreme of the property

in terms of its empirical distribution. Thus, a sentence like (35)

(35) Basketball players are tall.

would be understood as saying that basketball p'lgyers gre .(on ‘the a\;_erage?l):l
units from the extreme of tallness in the empirical dlstnb.uuon of people’s
heights. But the English sentence (35) does not have a meaning that c.onFam;;
fixed quantity expressing the percentileﬂmt .basketball players are in }.:: the
distribution of heights. Thus, rather finding with Lakoff that restrncupﬁ; ; srt uh
conditions for natural language sentences to true, false, and nonsgnse Wlm !
the natural language concepts,”® we have found that e_xpandmg truth con
tions as Lakoff suggests distorts the meaning of sentel?ccs in nqtural language.

Finally, what is to be said about Lakoff’s doctrine of degre.es of tru:ih, ac
cording to which assertions of truth assert a degree of truth? En.her the f.gre;
of truth of such a metasentence is always the same as @e coefﬁc.ne:.n assocl:lnate
with the class assignment in the object sentence, in which .case it is who y re-
dundant and one might as well stick with an absolute notion of truth, or it is
sometimes different, in which case the whole l.heor)( of truth becorfnes inco-
herent. Consider a sentence of the form (36) (the “S” is sentence (35)):

(36) The sentence S is true to degree K.

Let us assume basketball players are tall to degree 9. 'I.‘hen, if X must be t.i‘i).
we are saying no more than that basketball players are in the 90th wr&nth:
by saying that (35) is true. Thus, ‘true’ is not really a dggree' term. ne
other hand, if K is different from .9, then we lose the Tarski equnvglence, whic
is basic to any theory of truth, that asserting a sentence 18 equivalent to as-
i it is true. .
Semll:‘s ::l:st ls:ul:stitc:n, we have considered Lakoff’s attack on the absolute notion
of grammaticality and on the absolute notion of meaning. These, we ?rgued,
would if successful remove the two major stumbling blocks to an empmcn§t ef-
fort to explain the acquisition of linguistic knowledge. Thus, we have claimed
the generative-semantics interpretive-semantics controversy represents an at-

25. Note that the values true and false are not truth copditions but truth valuesl;e and t:at
ponsense is not even a truth value. Nonsense says nothing, and so cannot even be a prop-
erty of statement because nonsensical sentences express no propotition at all.
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tempt at counterrevolution within linguistics and, is within philosophy, a further
episode in the continuing struggle between rationalism and empiricism. We have
concentrated on Lakoff because his work has spearheaded the generative
semanticist’s attack on grammaticality and meaning, but this should not lead
the reader to think he is atypical of the leading generative semanticists in this,
In connection with the absolute notion of grammaticality, Ross’s recent work
has the same thrust as Lakoff’s in seeking to replace it with a graded notion of
acceptability, but Ross goes even further than Lakoff by making the applica-
tion of syntactic rules, membership of grammatical elements in classes like
‘noun’, ‘verb’, and so forth, all a matter of degree (1973). We note here that the
heart of Ross’s argument is his rejection of Chomsky’s conception of explication
in which the unclear cases are decided on the basis of the rules devised to deal
with the clear ones. Ross rejects this conception because he wrongly thinks that
it makes the empirical claim that hazy, incremental phenomena of the kind he
analyzes do not exist. He fails to see that Chomsky’ conception makes no such
claim; it simply fails to treat these phenomena as purely syntactic (Bever, 1975).
In connection with absolute notions in semantics, McCawley’s recent work
seems to be heading toward an extreme contextualist theory of meaning, which
cannot avoid conclusions about semantic properties and relations similar to
Lakoff’s. For example, McCawley writes:

It will develop that ] should be talking about sentence takens rather than
sentence types. A ‘semantic structure’ will thus specify not the ‘meaning’
of a sentence but the ‘content’ of a token of a sentence, e.g., I1's raining

will have different ‘content’ depending on when and where it is said (1972,
fn. 7).

McCawley advocates a semantics in which the context of an utterance deter-
mines its semantic representation in the grammar, so that, for example, as
two contexts are more alike (in the critical respects?) the sentence tokens oc-
curring in them are more nearly synonymous. Such a notion of semantics pre-

cludes a formal theory of semantic structure (see Katz and Langendoen in this
volume).

DISTINGUISHING BETWEEN
GRAMMATICAL AND
NONGRAMMATICAL
REGULARITIES

At the beginning of the previous section, we argued that Lakoff’s views on
grammaticality and conceptual structure are based on an empiricist conception
of the explanatory goals of a grammar. On this conception anything that in-
fluences the distribution, or coogcurmrence patterns, of morphemes is ipso facio
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be explained in the grammar. We also argued that Chf)msky's position co?-
:(a)ins an alternative, rationalist conception, but because Ilt ::ald b‘:ertnosc;:l:):;f');
i i ist conception_ presented no real obstac .
deivelf.lpeé thl:h«:a ttl::i?lt;::nal lax[:)nomis conception and then applying it to
rel:;: u:h‘{engcmnpetence-performance distinction, thereby free:;g gra:xmarF ;f
- i tried to indi- -
i i ing to empiricist theories of acquisition, We ndi
E:(t?e t;\t:su?els(ti::t;oiment ot?a rationalist conception was re tarded b}l the [::::;l
tive state of the theory of the interp‘retation of the fomu'll :_:ax:sfg:::lation
del, because to extend this conception beyond Choms}cy s firs lation
r:t? it :)n which the goals of grammar are seen as accounting fo]r1 spgakers u:t:ny
ions structure, it is necessary to spell out w .at it meant
!;:::e::eoz:r::rutf:czn the basis of a list of grammatical prope.mcs and rglauo;n:
and definitions of them—that is, on :he b-asis of : i‘:;? :‘fm Ttirrrectz‘t‘l‘;r;ﬁm
ion, we t to explain in mor . | i1, concepli
::ce)kzrfi;eenzr:e:u::h nolio:\yof interpretation a:jldalh(::sn applies to distinguish-
i i extragrammatic .
8 gﬂmr:lézﬂ:l?sin:::l::&mn? the prg::theoretic intuition behind the study of
grammar is that the central problem is to explain how features of thc:1 systlt::ngnlc
selation between sound and meaning in a langlfage account for the p (:rno ufn of
syntactic, and semantic properties of each of .nt.s sentences. The cons ucf of
graminars thus begins with pretheoretic intgnlnons abou.t three classcs:_:c nghc
matical properties and relations; phonological, syntactic, and s«:imar(\i elr.a he
first includes rhyme, alliteration, meter and so on; the second wor u:)r mj,dg,sr -
ment relations, ellipsis, part of speech eqt{lw{alences, and so on; the \: ! a)lls :
onymy, ambiguity, meaninglessness, analyticity, @d SO on. Mo‘rleovelr(; e B8 |
have pretheoretic intuitions that the phenomena judged.to be p l:mo 8:15 o
related to each other by virtue of their having to do with speech soun f'meu
the phenomena judged to be syntactic are related to each.other by virtue od helt
having to do with how sentences ar¢ built up out of their conslltuepls, anf mat
the phenomena judged to be semantic are related tq each othe.r py vmule 9 "
having to do with the meaning of sentences and its f:ompomuonal re auonslhe
the meanings of the sentences’s constituents. Thus, in each qf these (:aset:‘,: he
properties and relations are grouped together (as phonological, syntac c; o
semantic) on the basis of intuitions that they are abopt.the.s.ame :;s,::mese
grammatical structure. Finally, speakers have pretheorguc intuitions -
three kinds of properties and relations are interrelated with each other ‘;n a gra‘::
mar because they are each intuitively recognized as part of the soun Jmeaning 1
ation in the language. . .
co"lerlld:or‘a‘tlignalisl af)prgach to grammar that gives the the(?ry qf.mte{preta(tilon -
its proper place, this theory seeks to explicate these sets of intuitions in tandem
with the construction of particular grammars. Such a theory defines thfesg prop;
erties and relations in terms of universal features of the's.tructural descnlens ol
sentences in grammars. It also seeks to explicate intuitions about the mt;arcz:;
nectedness of phonological properties in terms of a theory of the phonologi




-

48
JERROLD J. KATZ
THOMAS G. BEVER

component, to explicate intuitions about the interconnectedness of syntactic
properties in terms of a theory of the syntactic component, and to explicate
intuitions about the interconnectedness of semantic properties in terms of a
theory of the semantic component. The theory of grammar seeks finally to ex-
plicate intuitions of relatedness among properties of different kinds in terms of
the systematic connections expressed in the model of a grammar that weld its
components into a single integrated theory of the sound/meaning correlation in
a language.

These remarks of course describe the theoretical ideal. But as the theory of
grammar makes progress toward this ideal, it not only sets limits on the con-
struction of grammars and provides a richer interpretation for grammatical struc-
tures, it also defines a wider and wider class of grammatical properties and
relations. In so doing, it marks out the realm of the grammatical more clearly,
distinctly, and securely than could have been done on the basis of the initial
intuitions. As Foder has insightfully observed, such a theory literally defines
its own subject matter in the course of its progress:

There is then an important sense in which a science has to discover what it is
about: it does so by discovering that the laws and concepts it produced in
order to explain one set of phenomena can be fruitfully applied to phe-
nomena of other sorts as well. It is thusonly in retrospect that we can say of
all the phenomena embraced by a single theoretical framework that they are
what we meant, for example, by the presystematic term “*physical event”,
“chemical interaction™, or “behavior™. To the extent that such terms, or
their employments, are neologistic, the neologism is occasioned by the
insights that successful thearies provide into the deep similarities that under-
lie superficially heterogeneous events (1968, p. 10).

Therefore, on this rationalist view, our conception of the goals of the study
of grammar is always a projection from the present state of linguistic theory to
how it will define its subject matter in its optimal state. Nonetheless, this con-
ception provides us with a sound criterion for properties and relations that are
genuinely grammatical, for deciding whether a new phenomenon should be con-
sidered part of the subject of grammar or whether an old one, mistakenly as-
sumed to be grammatical, should be excluded from grammar. This conception
supplies the positive side of such a criterion to supplement Chomsky’s proposal
that the nongrammatical phenomenon is one whose explanation requires prin-
ciples concerning memory, computation time, etc. This proposal clearly needs
supplementation, since without a positive notion of the grammatical the “etc.”
can be specified only in the somewhat circular fashion of saying “and other

- extragrammatical matters."” Thus we obtain a fully general criterion now that we

can say that what makes a phenomenon grammatical is the fact that the prin-
ciples that explain it are all required to explicate the properties and relations
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that have been systematically interrelated by the laws and concepts originally
devised to account for speaker’s intuitions about clear cases of grammatical
properties and relations. o

The empirical importance of such a criterion lies in the fact that linguistic
behavior is an extremely complex integration of grammatical rules and other
cognitive systems, so that grammatical rules often play an irpporiant role in
phenomena which are not themselves grammatical, that is, malters of compe-
tence. ‘Thus, if we fail to distinguish the role of grammatical rules in such hy-
brid phenomena from that of other cognitive mechanisms, we will mistakenly
try to impose a homogeneous form of explanation on the phenomena. If we
attempt to account for such hybrid phenomena within the grammar itself, we
will obstruct the development of a simple and revealing theory of the grammati-
cal structure of the language, since the demand to integrate principles unre-
lated to the explication of grammatical properties and relations will prevent the
rules of the grammar from properly rendering genuine grammatical generaliza-
tions about the sound/meaning correlation in the language.

The classic example of the benefits that come from clearly separating the
contributions of linguistic phenomena to different cognitive systems is Miller
and Chomsky’s treatment of the unintelligibility of multiply center-embedded
sentences (1963). They make two points about such sentences that provide a
basis for classifying them as grammatical but unacceptable. First, they show
that to rule out such cases in the grammar requires that it contains a ‘re-
cursion counter’, that is, a device that is selectively sensitive only to those
recursions that are center-embedded in their surface manifestation. But sucha
counter would involve formal mechanisms otherwise unknown in the grammar
and for which no other use could be found. Second, Miller and Chomsky posit a
treatment of the phenomena of unintelligible center-embedded sentences outside
the grammar. They sketch a plausible perceptual theory that predicts the diffi-
culty of understanding center-embedded sentences in terms of performance as-
sumptions about computation and the limit on information stored in immediate
memory. The phenomenon of loss of intelligibility in multiply center-embedded
sentences is categorized as a extragrammatical, as a matter of acceptability rather
than grammaticality (see Bever, 1974).

We shall now discuss three other kinds of systematic linguistic phenomena
that are properly handled outside the grammar, on the basis of the interaction of
grammatical principles with principles from some nongrammatical cognitive
theory. In the first case, we try to show that the phenomenon can best be ex-
plained on the basis of perceptual theary; in the second, we try to show that it
can best be explained on the basis of Grice's theory of conversational implica-
ture;?® and in the third, we try to show that it can be explained by the various

26. Grice has published a short version of his theory (1973).
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disciplines in psychology that describe the conceptions of things that people
have, their stereotypes, everyday theories, and so on, over and above the lin-
guistic concepts that serve as the meanings of the words that name them. In
cach case, we pick our examples from those that generative semanticists have
used to argue for some extension of the theory of grammar. We shall show that
each of these cases is better handled on the model of the Miller-Chomsky treat-
ment of the loss of intelligibility in multiply center-embedded sentences, and
that the failure to treat them outside grammar has led generative semanticists to
postulate devices that impute spurious power to the grammar.

Cases in which perceptual theory can account for phenomena that would
otherwise require considerable expansion of the power of the grammar have
been explored in the literature of generative semantics. They have been hailed
as leading to the discovery of new grammatical principles, particularly, global
derivational constraints,?’ and as providing strong evidence for one or another
generative semantics model of the organization of a grammar,

The segmentation and labeling processes in speech perception group together
one class of linguistic examples under the rubric of perceptually suppressed sense.
Consider, for example, the sentence in (37), which is unacceptable on the read-
ing in which “fiancé” is the subject:

(37) The friend of my brother’s fiancée left town.

Yet, it is parallel in structure to the acceptable sentences in (38) and (39):

(38) The fiancée of my brother’s friend was discovered to be a cat burglar
50 the friend of my brother's fiancée left town.
(39) It was the fiancée of my brother’s idea to give him a surprise party.

Clearly, what is at issue is the salience of the sub-sequence *. .. brother’s fi-
ancée . ..." Insofar as the general structure surrounding the sequence allows it
to be interpreted as a possessive noun + noun sequence the sentence is blocked
from having “fiancée’ as its subject. Any aspect of the sentence that perceptu-
ally separates “brother’s” from “fiancée” or emphasizes “fiancée” as the head
noun has tlie effect of making the interpretation with “fiancée™ as subject
acceptable.

Suppose now we required of the grammar that it account for these facts.
There i8 no straightforward restriction on the operation of grammatical rules
themselves that can selectively restrict the interpretation of cases like (39).
What is at issue is a restriction on the swrface string, rather than a restriction
on the rules that produce such strings (Chomsky, 1965; Bever, 1968; Perlmutter,

27. This is rather ironic since, in fact, Chomsky was the first to think of such mechanisms.
In Aspects of the Theory of Syntax, he writes: “it is clear that we can characterize unac-
ceplable sentences only in terms of some ‘global’ property of derivations and the structures
they define—a property that is attributable, not to a puncuht rule, but rather to the way
in which the rules interrelate,” p. 12.
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1971; Fodor, Bever, and Garrett, 1974). Perlmutter proposed that such cases be
handled by an “output constraint,” a rule that examines final trees in a deriva-
tion to make sure that they do not have specific properties. In this case, an out-
put constraint would block any string having a complex noun phrase with a final
possessive noun immediately preceding its head noun. Such well-formedness
constraints, of course, would represent an increase in the power of the grammar,
since they are constraints stated across tree configurations rather than constraints
on the structural indices of transformational rules. Furthermore, it is not clear
that such constraints would be sufficient to handle the continuum of acceptabil-
ity facts exhibited by such cases. For example, all the cases in (37)(39) would
be marked as ungrammatical by such a restriction, yet (39) is acceptable.

To treat the phenomena correctly one could appeal to the perceptual at-
tractiveness of the N's N sequence as an account of the relative acceptability
of sequences that have this property to differing degrees. However, once such a
device is formulated to handle the cases of varying acceptability, it obviates the
necessity for introducing the same device within the grammar to account for
certain perceptually extreme cases. That is, on the interpretation that all the
cases in (37)«(39) are grammatically ambiguous, the acceptability facts can be
accounted for and the grammar kept free of new theoretical devices. The per-
ceptual strategy suppresses one of the interpretations, so it appears only when
other conditions in the sentence, such as semantic constraints or structural
parallelism, facilitate its interpretation with that structure.?®

There are several other cases in the current literature of such perceptually
suppressed interpretations. Consider, for example, the cases in (40)-(45):

(40) The man, likes the girl; who, lives in Chi.

(41) The idea; surprised the man which; Harry proposed.
(42) The man; left whoj lives in Chi.

(43) The man; likes your idea who; lives in Chi.

(44) The man;, left who; the girl likes.

(45) The man left the girl likes.

Clearly, they show that relative clauses can be extraposed so long as there is
some property of the string that uniquely marks the extraposed relative as not

28. The existence of this behavioral strategy underlies cases of ungrammatical sentences
that are nonetheless acceptable. For example, in English quantified possessive prononm.
as in ()-(ii):

(i) The picture of the three of you;

(ii) The three of yours picture;

(iii) The three of yours'es picture
cannot be preposed. Even though (iii) is clearly recognized as ungrammatical, it is also
moire acceptable than (ii), presumably because the “-es” serves further to separate the pos-
sessive from its head noun and to make perspicuous the passessive morpheme. We owe this
example to V. V. Valian (in conversation). See also Bever, Carroll, and Hurtig, and Bever,
both in this volume, for a discussion of the perceptual theory.
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modifying an immediately preceding noun phrase. Such cases could again be
partially handled with “output constraints” that would block derivations with-
out such unique marks. But this tao would fail to account for the intermediate
nature of many cases. Again, the perceptual principle of local-phrase salience
could account for the tendency to misinterpret cases in which relatives are
potentially attached to adjacent nouns, even though that is not their correct
structure. Hence, if (40)H45) are classified as grammatical, but (40) is classi-
fied as unacceptable by virtue of perceptual complexity, the grammar does not
require added power.
A final case of this type is discussed by Postal and Ross (1970).

(46) Yesterday John said he will distill the liquor.

(47) Yesterday John said he distilled the liquor.

(48) Yesterday John will say he distilled the liquor.

(49) It was yesterday that John will say he distilled the liquor.

They point out that there appears to be a leftsight constraint on the surface ap-
pearance of time adverbs such that an adverb cannot be displaced to the left
across an intervening verb. Since adverbs are not morphologically indexed to
English as to the verb they modify, such a constraint must refer both to the
underlying tree in which the adverb is adjacent to its verb as well as to any of
the surface structure trees that would destroy this property. That is, such a case
would appear to motivate the use of a derivational constraint that states that
certain relations between deep and surface trees cannot exist. Thus, a case like
(48) can only be one in which the adverb-verb tense exhibits a mismatch and
hence is semantically deviant.

Suppose we argued that there is a special case of the “phrase-gobbling”
perceptual rule—an adverb within a perceptual clause modifies the first verb to
appear after it. Then (46)<(48) could be generated freely in the grammar but
would be perceptually interpreted only with difficulty as having the adverb
modify the second verb. This formulation correctly predicts the acceptability
of (49), in which the initial adverb is set off into its own surface clause, thus re-
moving the applicability of the adverb-verb atlachment principle, and leaving
the adverb free to modify the second verb. Finally, we are now in a position to
explain the acceptability of (50) as due to the perceptual closure around the
first adverb; even though it is not in a strucrurally defined clause of its own, it
is in a perceptually distinct clause (see Bever, 1975, for discussion of ‘perceptual
clause’).

(50) Yesterday (pause) John will say he distilled the liquor.

These three cases share a number of characteristics. First, in each case a
range of acceptability levels across closely related structures represents a chal-

lenge to grammatical theory that can be met within the grammar only by increas-
ing its general descriptive power. At the same time, the basic principles of phrase
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and sentence segmentation postulated as part of the mechanism of speech per-
ception account for the relative acceptability of the sentences. This interpreta-
tion allows the assumption that they are all grammatical but differentially
acceptable as a function of the ease with which the structures are understood.

It is no doubt the case that the examples we have chosen are particularly
revealing of the effects of the perceptual mechanism, since they all involve a
structure that must be perceived despite the apparent presence of 4 perceptually
more salient structure. We have emphasized these cases because the segmenta-
tion mechanisms that explain them have recently received experimental atten-
tion. Several behaviorally based proposals have also recently appeared to ac-
count for various aspects of pronominal reference and quantifier scope. These
phenomena are important because they have been invoked by generative semanti-
cists as motivating the need for more powerful grammatical mechanisms. If
these proposals can be shown to be based on independently motivated per-
ceptual principles, then the methodology we have outlined will succeed in
showing that the grammar can be kept free of devices like derivational con-
straints, for the phenomena that would motivate such constraints are in fact
due to the operation of the perceptual mechanism (Bever, 1970).

Now consider an example of the failure of generative semantics to make -
the distinction between grammatical phenomena and conversational phenomena.
Gordon and Lakoff propose to make knowledge of conversational conventions
an integral part of formal grammar. -They write:

Our purpose in this paper is twofold: first, to outline a way in which conver-
sational principles can begin to be formalized and incorporated into the
theory of generative semantics; and second, to show that there are rules of
grammar, rules governing the distribution of morphemes in a sentence, that
depend upon such principles. QOur strategy for beginning to incorporate such
observations in terms of them is based on the notions of natural logic and of
transderivational rules (1971, p. 63).

Gordon and Lakoff propose that the grammar contain a set of “conversational
postulates” formulated on the model of meaning postulates (conditional state-
ments expressing a logical implication). Presumably, the conversational postu-
lates define a class of implicatures relative to a characterization of a set of con-
texts. Thus, in Gordon and Lakoff's example, the sentence (51) uttered by
the duke of Bordello to his butler in a cold room with an open window implies a
command by the duke for the butler to shut the window.

(51) Itis cold in here.

The idea is basically that the antecedent of a conversational postulate describes
a class of contexts and the consequent expresses a conversational implication in
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that class of contexts. The attempt to force conversational knowledge into
grammar makes it necessary to include rules that are not required for any other
purpose. To explain why a sentence like (52)

(52) Can you take out the garbage?

can conversationally imply a request to take the garbage out rather than a ques-
tion about ability, Gordon and Lakoff introduce the following rule:®

[53] ASK(ah CAN(b,Q)* ~ REQUEST(@,0.Q)

Thus, the explanation of why the hearer interprets (52) to imply conversation-
ally a request to take out the garbage is as follows: the speaker knows, as part of
his/her grammatical competence, the rule [53] and also the appropriate context
for its application.

Part of the trouble with conversational postulates stems from difficulties
inherent in the rules they are modeled on, namely, Carnapian meaning postu-
lates. These are brute-force statements of implicational relations arising from
the meanings of words in the so-called extralogical vacabulary of a language.
They provide no basis to account for other semantic properties and relations
that are determined by the same aspects of meaning: such failures to capture
semantic generalizations can be overcome only by revisions in systems of mean-
ing postulates that convert them into a semantic component in the sense of a
dictionary and projection rule (Katz and Nagel, 1974).

But the biggest trouble with conversational postulates is that, unlike meaning
postulates, which at least represent semantic facts, which a grammar has to ac-
count for, they represent pragmatic facts that can be handled by an indepen-

~ dently motivated system outside grammar. The theory of conversational implica-

ture due to Grice offers an explanation of such phenomena. The relevant part of
Grice's theory is this. Speakers attempt to cooperate as best as they can to
achieve the aim of a conversation (e.g., to transmit information, convince
someone) and listeners believe that the speaker is attempting to cooperate and
that the speaker knows the listeners know this. There are certain principles,
“conversational maxims,” that spell out in detail what such cooperation means.
On the basis of these suppositions Grice explains cases where someone’s utter-
ance conveys a certain proposition to the listeners even though it is not the case
that the sentence uttered means that proposition in the language nor is it the

29. The asterisk marks such cases as special for the following reasons: “Strictly speaking,
[53) [without asterisks] is inadequate in an important way. Sentences like “Can you take
out the garbage?™ are ambiguous in context: it can either be a real guestion, a request for
information sbout your ability to take out the garbage, or it can convey a request to do so.
However, it can only convey a request if it is assumed by the hearer thal the speaker does
not intend to convey the question. In this case, the conversationally implied meaning (the
request) can be conveyed only if the literal meaning (the question) is not intended to be
conveyed and if the hearer assumes that it isn’t. We will indicate this notationally by
putting an asterisk after the illocutionary content” (Gordon and Lakoff, 1971, p. 65).
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case that the speaker literally said that proposition on that occasion. Consider
how a Gricean theory would handie the fact that (52) can be used to make re-
quests without assuming a rule in the grammar such as (53). Such an explana-
tion would assume, contrary to Gordon and Lakoff, that the lexical reading of
‘can’ expresses a sense of ability or capacity to do something. The meaning
that the grammar assigns to a seatence like (52) is that of a question asking for
information as to whether the addressee has the ability or capacity to perform
the task. The problem is to explain how an utterance of (52) can express a re-
quest for help when the semantic representation of the sentence that the utter-
ance is a token of expresses only this question. Another way to put the fact to
be explained is to ask why it is odd in an ordinary context to reply to the speaker
of (52) by simply acknowledging that one is able to perform the task—that is,
why it is odd to treat the utterance as a simple request for information.

The Gricean explanation is as follows. We may assume that the speaker
who has uttered a token of (52) is observing the cooperative principle and that
the listeners assume so too. Yet the speaker clearly seems to be violating the
Gricean maxim to make one’s contributions to a conversation relevant. This is
because on the assumption that ‘can’ has only an ability sense, the utterance of
(52) 10 an able-bodied person appears irrelevant because such a person seems
capable of doing a simple task like taking the garbage out; and it must be ob-
vious to the speaker that the addressee is able to do it. Thus, if the addressee
and the other listeners are to maintain their assumption that the speaker is not
violating the cooperative principle, they must suppose that the utterance is not
being used with the meaning ‘Tell me whether you are able to take out the gar-
bage’. But since the addressee can reasonably assume thit the speaker wants to
have the garbage removed from the house, he or she can maintain the assump-
tion that the speaker is not opting out by treating the utterance as a polite way
of making a request to remove the garbage. It is polite because it indicates to
the addressee that the speaker is offering him or her a basis of declining, namely,
incapacity. (For further discussion of Grice’s theory, see Harnish, “Logical
Form and Implicature,” in this volume.) ,

Note that we can place this case between two more extreme ones, {>4) and

(55):

(54) Can you tie your shoelace with one hand?
(55) Can you lift the log that is crushing my leg?

In connection with (54) in most contexts, there is no reason for the addr:.ce to
assume that the speaker has any desire to see the shoelace tied in so peculiar a
manner, and accordingly (54) is not normally taken to carry the implicature of a
request to do something. On the other hand, (55) is an extreme case in the other
direction. Here, the addressee must conclude that the speaker’s utterance is cer-
tainly no mere request for information because the addressee knows that the
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speaker obviously desires to stop the pain by having someone lift the log from
his leg and equally obviously the addressee knows this. Thus, in the general case,
this implicature exists when there is reason in the situation for the addressee to
think that the speaker wants the action in question done and doesn’t want in-
formation about the addressee’s ability to do it. This form of requesting has
preference in situations where it is clearly desirable for the speaker to choose a
form that is palite because a negative response need not reflect badly on the ad-
dressee. The existence of reasons to believe the speaker has such desires and his
expression of them in this palite form permit the assumption of a request-
implicature as the simplest way of preserving the supposition that the speaker is
still abiding by the cooperative principle and its maxims.

These considerations show that the phenomenon can be handled in a natural
way without introducing new rules into the grammar such as (53). To show
this we have made use of the theory of conversational implicatures, which has
general motivation as an independent component governing language use. In
addition, it is clear that within such a theory there are independent grounds for
a general system interpreting requests for information as requests for action that
ranges well beyond sentences using ‘can’. Consider the questions in (56)-(58),
all of which have a request for information as their literal interpretation but are
often answered by actions:

(56) Do you want to pass the salt?
(57) Do you know your abc’s?
(58) Will you shut up?

Indeed, & literal reply to these questions would often be a (bad) joke. Such
instances are paralleled by cases in which a literal request for information about
the listener’s knowledge is correctly responded to by providing the knowledge
itself. Thus (59) is generally interpreted as a request to be told the time, not an
inquiry about the chronological competence of the listener:

(59) Do you know what time it is?

Similarly, the sentences in (60)-(62) can be responded to directly with the
information asked about, rather than with statements to the effect that the lis-
tener indeed has the information in question:

(60) Did Harry say when he'd get here? (Tomorrow.) (*Yes.)
(61) Do you know where the book is? (On the table.) (*Yes.)
(62) Do you see any reason why I shouldn’t stay? (1t's late.) (*Yes.)

In each case, these questions have exactly the same implicature properties that
we used to explain the conversational interpretation of (52). The form of
question i3 polite in that the listener can decline the request by pleading in-
capacity or lack of knowledge rather than by direct refusal. Also, in each
case the interpretation has the nonliteral meaning only if the listener has reason
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to believe that the speaker is not asking a question specifically about his or her
capacity, but in fact wants to have the information asked about, if possible.

To treat the variety of implicature facts sketched above within the grammar
would require a separate ad hoc rule for each of the different construction types
that can have such an implicature. Clearly, rule (53) applies only to cases that
include ‘can’ in their derivation, so that a separate rule is requised for each of
the other cases. Gordon and Lakoff recognize this by giving separate rules for
cases involving will, want, and can. Thus, to treat these phenomena within the
gammar misses the significant generalization covering them and at the same
time forces an incorporation of factual assumptions about a speaker’s desires
into the grammar. In short, it not only would represent a vast increase in the
domain of grammar, it also would misrepresent the facts.

The last of the three phenomena that we proposed to examine in the per-
spective of the rationalist criterion for the grammatical concems the distinction
between grammatical meaning and cultural stereotype. The phenomenon in
question is that people make judgments about birds, dogs, and many other
things in a way that indicates they have a conception of an ideal bird or dog
and can rate members of these classes by how close they come to this ideal..
The phenomenon has been studied by many psychologists, anthropologists, and
sociologists, and recently interesting experimental work has been done by Rosch.
As we have seen above, the latter work was construed by Lakoff as showing
that the standard notion of lexicographical meaning is too narrow and should be
replaced by a broader notion of meaning that reflects the features on which such
ratings depend. We saw also that this proposal replaced absolute concepts with
@aded ones, and furthermore, required the introduction of an entirely new
set of “grammatical principles,” the machinery of ‘fuzzy logic’. Thus, again, we
find ourselves in a situation that fits perfectly the Miller-Chomsky paradigm.
Lakoff’s proposal complicates the grammar with ad hoc machinery and turns
it into a compendium of information from such subjects as theories about
stereotypes, without, as we have seen above, extending the semantic compo-
nent’s ability to explain a wider range of properties and relations.

Unlike the previous two kinds of cases, a full theoretical framework that
would systematize such facts does not as yet exist. In the literature of anthro-
pology, sociology, and social psychology, however, one finds the beginnings of a
theory of how stereotypes arise and play a role in our conception of the ...
ence of lexical items. At this point, such studies have concentrated on isolating
the factors that influence the stereotype. For example, Sargeant (1939) has
found that the political and economic policies of a newspaper are a direct in-
fluence on the character of the stereotype developed by its readers. The studies
by Katz and Braly (1935) show that the stereotype of “foreign’ is not a func-
tion of either actual contact with foreigners or direct knowledge of them.
Lévi-Strauss (1964) points out that the stereotypical representation of notions
like “well-cooked meat” are predictable functions of general properties of the
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culture in question. Bettelheim and Janowitz (1949) argue that in cases of
racial and religious prejudice the stereotype attached to racial labels functions
as a justification of the aggression produced by feelings of anxiety, frustration,
and deprivation.

A stereotype is thus a function of a complex set of factors and as yet there
is no clear theory about how these factors combine to form the stereotype
attached to a lexical item. But there is no doubt that social science is capable
of finding the appropriate organizing principle to express the manner in which
such factors combine. Thus, the grammar is not required to account for the
acceptability differences in (30a-e) and is thereby free of the need to have new
kinds of explanatory structures. Rather, we are suggesting that an independently
motivated theory of cultural knowledge will account for guch acceptability
differences,

We are following in this case exactly the procedure used by Miller and
Chomsky to remove the unacceptability of center-embedded sentences from the
domain of grammar. While they had neither a full theory of speech perception
nor a general theory of the relation between perception and language structure,
they were able to make a plausible case that such theories would naturally pre-
dict the perceptual unacceptability of centerembedded sentences. Similarly,
we are arguing that there is good reason to believe that a theory of stereotypes
can be developed within social science that can explain such acceptability dif-
ferences as in (30a-e).

'THE EMPIRICIST AND THE
RATIONALIST CRITERION FOR
WHAT IS AND WHAT IS NOT
GRAMMATICAL

The three cases just considered show how generative semantics has distorted
grammar by including within its goals those of a complete theory of accept-
ability. This assimilation of the phenomena of performance into the domain of
grammaticality has come about as a consequence of an empiricist criterion for
determining what counts as grammatical. In almost every paper Lakoff makes
explicit his assumption that the explanatory goal of a grammar is to state all the
factors that influence the distribution of the morphemes in speech. On this
view, any phenomenon systematically related to cooccurrence is ipso facto
something to be explained in the grammar. Since in actual speech almost any-
thing can influence cooccurrence relations, it is no wonder that Lakoff repeat-
edly discovers more and more new kinds of “grammatical phenomena.” In fact,
the generative semanticist program for linguistic theory represents, if anything,
a more extreme approach than even Bloomfieldian structuralism, which recog-
nized that a variety of phenomena conceming language are extragrammatical.

The point is simply that the generative semanticist’s criterion of what calls
for grammatical explanation is so broad that every performance factor counts as
a legitimate part of grammar. Performance factors such as the psychobiological
features of an organism that restrict the length of an utterance to those with
fewer than a hundred billion words impose a restriction on the cooccurrence of
very long strings of words and so must count as grammatical by the generative
semanticist’s criterion, Likewise, the attitudinal features of organisms that
restrict the cooccurrence of obscenities in sentences with expressions character-
istic of New England matrons also count. Everything from memory limitations,
life span, and changes in technology to changes in morals has a systematic effect
on the distribution of morphemes in that each of them is the basis of an
unacceptability intuition.>®

To tighten this criterion it would be necessary to specify antecedently the
kind of oddity that does not count as grammatical. Yet to do this would reim-
pose the distinction between a “grammatical source of acceptability orderings”
and a nongrammatical source. Suppose an antecedent specification of the kind
of oddity that counts as nongrammatical were to rule out those intuitions having
to do with the expectations engendered by the rarity of the situation in which
certain sentences can be used with their standard meaning. This would auto-
matically exclude a string like (63) from the category of ungrammaticality: )

(63) 1just ate my toes and nose with hollandaise sauce.

But then this would assume a distinction between grammatical and nongram-
matical determination of the distribution of morphemes. One such case would
constitute the first domino. Once it fell, so would each other domino: conver-
sational bizarreness; next cultural deviance, then, perceptual complexity, and
so on. That is, the first distinction between the grammatical and the non-
grammatical represents a departure from the pure criterion that whatever system-
atically influences the distribution of a morpheme is grammatical. This departure
would raise the question of why other cases that have just as much claim to
extragrammatical status are not treated similarly.

A rationalist criterion of the grammatical rejects the conception of gram-
maticality based on principles of distributional linguistics, as practiced by
empiricist, taxonomic grammarians from Bloomfield and Harris to generative
semanticists. Instead, it is based on the notion of explication, which as we have
seen was a cornerstone of the Chomskyan revolution in linguisties. This criicsion
must take the form of the principle that what is grammaiical is whatever has to
be hypothesized as such in order to explicate the properties and relations of

30. For example, it would have been odd to ascribe “atomic power” to a detergent in 1900
but it is common today. Any factor of human experience, even the secular success of a
scientific theory, can affect, ‘linguistic distribution of words and morphemes’; hence any
factor can assume ‘grammatical’ status.
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sentences that are antecedently construed as grammatical. This criterion assumes
that, pretheoretically, as the result of both our intuitions and the work of
descriptive grammarians of the past, we can identify certain properties and
relations as grammatical—for example, meter, rhyme, ellipsis, ambiguity, synon-
ymy, word order, agreement—and that we can construct principles of grammar
to explain them. These principles assume a simple and revealing form only by
excluding a wide range of phenomena from the category of grammatical (that is,
from explanation on the basis of these principles).

The pretheoretic intuition behind linguistic research holds that the central
problem for grammars is to describe the way speech sounds are organized so that
representations of meanings can be associated with them systematically to
predict the phonological, syntactic, and semantic properties of each sentence.
The construction of grammars for natural languages proceeds in tandem with
the formulation of a linguistic theory. Linguistic theory seeks to formulate
universal definitions of syntactic, semantic, and phonological properties in terms.
of features of the structural descriptions of sentences generated in grammars,
For example, linguistic theory defines ‘x is well-formed’ in terms of the existence
of a derivation of x in the grammar. It defines ‘x is fully synonymous with y’ in
terms of x and y receiving the same semantic representation in every structural
description. It defines ‘x rhymes with »* in terms of an overlap of features in
terminal segments of x and y in their phonological representations. Given
general definitions of some grammatical properties and relations in linguistic
theory, linguists construct rules that generate descriptions of sentences whose
formal structure instantiates the defining features of these phonological, syntac-
. tic, and semantic definitions.

The rationalist conception of the aims of grammars is based on how defini-
tions of grammatical properties function in an interpretation of the formal
transformational model. On this conception, the development of linguistic
theory sets limits on the construction of grammars and provides an interpretation
of grammatical structures. Progress toward a fuller understanding of gram-
matical structure may then come in the development of further definition of
grammatical properties in linguistic theory.

The issue between the rationalist and the empiricist conception of the
domain of grammar is an empirical one. Our estimate of the evidence at present
is that it heavily confirms the rationalist strict separation of grammatical phe-
nomena in the traditional sense from extragrammatical phenomena. We choose
the three cases discussed above because they have been the basis for the gener-
ative semanticists’ attack on the rationalist distinction between grammaticality
and acceptability. In each case, we have shown that the rationalist program can
not only deal with the phenomena brought up but does so in a more satisfactory
way. Moreover, as we have already indicated, the generative semanticists’
criterion leads to a theory that rapidly becomes a study and compilation of
everything. But a compilation of everything is a science of nothing: the advan-
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tage of the rationalist program, then, is that by distinguishing different contribu-
tions to linguistic behavior, explanation in terms of appropriate principles
becomes possible in each case. Such an explanation would not be possible
within a homogeneously grammatical account of everything, even if there were
normally different rules for each kind of extragrammatical fact (one kind for
conversational facts, one for perceptual facts, and so on).

Such a system might simply be a notational variant of the rationalist pro-
posal, in which case the grammaticality/extragrammaticality distinction would
be substantively maintained but expressed in different terminology. But if such
a system were not simply a notational variant, it would make false claims about
the extragrammatical phenomena that it deals with in terms of “‘grammatical”
rules. For example, in the case of multiple center embeddings these rules would
incorrectly categorize as syntactic the psychological apparatus that limits the
load on immediate memory; in the case of conversational implicature they
would incorrectly categorize as grammatical principles consequences of Grice’s
maxims; in the case of concept determination they would incorrectly categor-
ize as semantic structures the stereotypes that people have about the things
words refer to.

We have described how an empiricist interpretation is being imposed on the
formal model of grammar. It is happening in three stages. The first stage was
the transformational grammarians’ neglect of a theory of the interpretation of
the formal structure of grammar. This set up the conditions for a return to
empiricism by making ‘grammaticality’ the critical formal property in a grammar
with an empirical interpretation. This made it appear that the rationalist inter-
pretation of grammar rested entirely on the grammatical/nongrammatical
distinction.

The second stage in the return to empiricism is the direct attack on this
distinction. This attack attempts to relativize grammaticality to presuppositions,
which in turn are relative to the speaker’s system of contingent beliefs. In this
way, the grammatical/nongrammatical distinction is replaced by a graded notion
of grammaticality, in which the beliefs of speakers determine the position of
each sentence on the gradient.

The latest stage is the expansion of the domain of grammar to include all
sentence acceptability phenomena. Thus, the connection of grammatical phe-
nomena to contingent belief systems opened the way for the connection of
grammar to any systematic psychological, pragmatic, and cultural factors that
determine features of acceptability. .

This attack on the grammaticality distinction was complemented by an
attack on other categorical distinctions within a grammar. Thus, all the distinc-
tions offered to linguistic description by the rationalist interpretation of gram-
mar are being replaced by continua.

These three stages constitute a return to empiricism in the following sense.
The internalized grammatical rules of a speaker are not differentiated from con-
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tingent beliefs. A theory that would explain the acquisition of such rules does
not have to account for linguistic or logical connections. It can depend on the
same principles of learning appropriate to the acquisition of contingent beliefs
about the world. Since empiricists believe they can handle the acquisition of
the latter, they must welcome the advent of generative semantics.

It might be thought that the fact that generative semantics eases the burden
for empiricists is irrelevant, since their burdens are intractable in any case.
However, the existence of categorical distinctions and necessary truths has
always been the ultimate argument against empiricism. A proof that they do
not exist would necessitate rethinking many aspects of such traditional argu-
ments. Correspondingly, empiricists have always tried to establish their position
by arguing against such concepts (Quine, 1953). Clearly, these concepts are the
critical empirical issue in the controversy between rationalists and empiricists.
Fortunately, generative semanticists have not proven that such distinctions do
not exist, though we have shown that their viewpoint is moving toward this
claim. Caveat lector.
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